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Abstract

A varifold is a generalization of a differential manifold using Radon mea-
sures. The theory of varifolds is a central topic in geometric measure theory.
Any varifold possesses a notion similar to “the area”, and the generalized
mean curvature is defined through the first variation of “the area”. If a var-
ifold has C? regularity, then the generalized mean curvature coincides with
the classical mean curvature. Furthermore, if the generalized mean curvature
vector has some integrablity, then we obtain some regularity of the varifold.
In this sense the generalized mean curvature contains information concern-
ing its shape. However, it is not known that generalized mean curvature
vector is represented without the first variation. In this paper, under the
C1@ regularity condition, for o > 1/3, we give a geometric representation of
the generalized mean curvature using a limit of integral averages suggested
by the Menger curvature.
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Chapter 1

Introduction

The theory of varifolds is a branch of geometric measure theory. It is a
generalized notion of differentiable submanifolds using Radon measures, and,
for example, we know the monotonicity formula, the compactness theorem
and the isoperimetric inequality for varifolds. Today, varifold theory is used
for the study of minimal surfaces as well as mean curvature flows, and some
regularity theorems are known.

A varifold V is a Radon measure on the product topological space of R"
and the Grassmannian G(n, k). We consider a differentiable submanifold M
on R™ as a varifold v(M) defined by

v(M)(f) = /Mf(:c,TzM) A"z, (1.1)

for a continuous function f on R" x G(n, k) with compact support. Here J#*
is the k-dimensional Hausdorff measure. For a varifold V', we can define the
first variation 6V (g) by

V(g) = [ Do) SV (2.5,

where ¢ is a C! vector field. In particular, if the total variation measure of
0V is absolutely continuous with respect to the area of V', then there exists
a V measurable vector field h(V,-) such that

5V (g) = - / W(V, ) g(z) dV(z, S) (1.2)



for any C! vector field g. The vector field h(V,-) is called the generalized
mean curvature vector of V', and coincides with the classical mean curvature
vector when V' has C? regularity.

In [1], Allard showed the regularity theorem which says that if the gener-
alized mean curvature vector has the LP integrability, then the varifold can
be locally written by the graph of a C'=%/? function, where p is greater than
dimension of the varifold. The monotonicity formula and the isoperimetric
inequality mentioned above are represented by the first variation and the
generalized mean curvature. A varifold is called integral if it is represented
by a countable summation of (1.1) type varifolds, and we know that the gen-
eralized mean curvature vector of such an integral varifold is contained in
the orthogonal space almost everywhere ([4]). Hence the generalized mean
curvature reflects the geometric shape of varifolds in this sense. Other than
(1.2), we are not aware of different representations of the generalized mean
curvature.

In this paper, we give a representation of the generalized mean curvature
vector using a limit of integral averages of a discretization of the classical
mean curvature vector. Roughly speaking, the assertion of our main theorem
is as follows. If a varifold V' is locally C*® with a > 1/3, then the generalized
mean curvature vector satisfies

= Tan b (|V], a)* (h(V, 0)

2 T k 1 _
o [T P
rlo [VIB*(a, R) Jgn(a.r) [z — al

n

where |- |,, is the Euclidean norm of R”, B"(a, r) is the n-dimensional closed
ball with radius r and center a. In paticular, if V' = v(M), then we have

1
Lhv(M), @) = lim —2 / LMz —a) opr, (13)
k RO wp RY Jgn (0 )

where wy, = #%(B*(0,1)). The norm of the integrand of (1.3) is the inverse
of the radius of the k-dimensional sphere which is tangent to T, M at a and
passes through x. That is, it is just the Menger curvature. For details,
see chapter 4. Hence, we expect to obtain the quantity of mean curvature
by some limiting procedure. The main theorem realizes it by use of the
limit of integral averages. The author hopes that our theorem contributes to
understanding and development of [1], [10] and related works in this field.
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In chapter 2, we prepare definitions and theorems for the proof of the
main theorem. In chapter 3, we state the main theorem (Theorem 3.1) and
prove it. In chapter 4, we explain a vector-valued version of the inverse of a
tangent-point radius and provide a geometric meaning of the main theorem,
as well as some examples. The notion of the classical mean curvature has
been generalized in several ways, and their representations are known. We
will give two of them, and compare them with (1.3) in the final chapter.



Chapter 2

Preliminaries

We refer the reader to [1] and [4] for facts given in this chapter. Throughout
this chapter, £ and n are always integers satisfying 2 < k£ < n.

2.1 Some notations
For r, s > 0, we use the notation
r<ss
when there exists C' > 0 independent of r and s such that » < Cs. Let
Hom (R", R")

be the space of linear mappings from R" to itself, and the inner product on
Hom (R™, R™) is defined by

A-B =Tr(A*o B)
for A, B € Hom (R",R"). Let
G(n, k)

be the space of k-dimensional subspaces of R". If S € G(n, k), we also use
“S” to denote the orthogonal projection from R™ onto S. That is, S €
Hom (R",R™) is characterized by the conditions

SoS=5 5"=85 and ImS=S5.
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Whenever U is topological space, let
H(U)
be the space of continuous functions on U. Let
2 (R")
be the vector space of smooth mappings g : R" — R". For m € N, let
| m
be the Euclidean norm of R™. Whenever a € R™, r > 0, let
B™(a,r)={z e R™ : |z —a|, <r},
U™a,r)={x€R™ : |z —a|l,<r}.

Suppose V and W are finite-dimensional linear spaces, with dimV = m,
dim W < oco. Let
ALV

be the k-th exterior power of V. The inner product on AV is induced from V'
when V has an inner product as follows. For u; A« Aug, v1A---Av, € ALV,
we define the inner product between them by

k
(U1/\"'/\Uk)'(U1 /\"'/\Uk) = ngnaHui-va(i).
1

€Sk =
For f € Hom (V, W), we define
by
Apflug A Nug) = fur) Ao A fug),
when k£ > 2, and
Aof =1y, Mif = F.

Whenever g is a measure on U and A, B C U, let

(b1 A)(B) = (AN B).
Let

Wk

be the k-dimensional area of the unit ball in R¥. % be the k-dimensional
Hausdorff measure on R™.



2.2 Densities and approximate tangent spaces
Defitition 2.1 is a generalization of the tangent space to a subset of R™.

Definition 2.1 (see [7, 3.1.21]) Whenever S CR", a € S, let
Tan (S, a) = ﬂ U U{UER" Sl —al, <e, r(z—a)—v|, <e}.
e>0zeSr>0

Definition 2.2 (see [7, 3.2.16]) If i is a Radon measure on U, U C R"

and a € U, let

k I O M(Bn(a’a T))
0" (p,a) = lrlﬁ)l o

and
Tank(u,a):ﬂ{Tan(S,a) :SCU O uLU\S,a)=0}.

Remark 2.3 ©"(y,a) and Tan*(u, a) in Definition 2.2 reflect a geometric
sharp of the support of p around a. In particular, if M is a k-dimensional
submanifold in R™ and p = % L M, then ©*(y,a) = 1 and Tan*(u,a) =
T, M for any a € M (see [7, 3.2.19]).

2.3 Varifolds

In this section, we give some definitions and properties of varifolds; we refer
the reader to [1] for further details.

Definition 2.4 (see [1, 3.1 and 3.5]) We say that V' is a k-dimensional
varifold in R™ if V' is a Radon measure on R" x G(n, k). Let

Vi(R™)

be the weakly topologized space of k-dimensional varifolds in R”. Whenever
V € Vi(R") and A C R", let

IVII(A) = V(A x G(n, k)).
Whenever M is C! submanifold of R”, let

v(M) € Vi(R")
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be defined by
v(M)(f) = / (&, TM) d(A# | M)z

for f € ' (R™). We say that V is a k-dimensional rectifiable varifold in R™
if there exist a positive real number sequence (a;)°, and k-dimensional C!
submanifolds (M;);2, in R™ such that

V= Z alV<Ml).

=1

If the a; may be taken to be positive integers, we say that V is an integral
varifold in R™. Let
RVi(R™) and TV,(R")

be the spaces of k-dimensional rectifiable varifolds in R™ and k-dimensional
integral varifolds in R", respectively.

Definition 2.5 (see [1, 3.2]) Suppose that k, [ and m are integers with
0 <k <1l m LetV € ViR and let F : R® — R™ be continuous
differentiable. Then

FﬁV € Vk(Rm)

is defined by
FV(f) = [ f(F@). DF@)(S)|ADF (@) o 5] aV (,5)
for f e 2 (R™).
Definition 2.6 (see [1, 4.1]) Suppose V € Vi (R"). We define a linear

functional
oV Z(R") - R,

called the first variation of V', by
V(g) = [ Dy(a) SaV(a.5)

for g € Z°(R™). The total variation of V is defined by

[6VI[(G) =sup{dV(g) : g€ Z(R"), sptg C G, [g|ln <1}
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whenever G C R"™ is an open subset. For A C R", not necessarily an open

set, we define [|[§V]|(A) by
|0V]|(A) = inf { ||0V|[(G) : A C G is open }.

Theorem 2.7 (see [1, 4.2]) Suppose that ||6V|| is absolutely continuous
with respect to ||V||. Then there ezists a locally |V'|| summable vector field
h(V,-) such that

5V(g) = — / W(V,2)- g(z) d| V]2 (2.1)
for g € Z'(R").

Definition 2.8 We call h(V,-) in Theorem 2.7 the generalized mean curva-
ture vector.

Proposition 2.9 is the first variation formula of a varifold restricted to a
ball; it follows from [1, 4.10(1)].

Proposition 2.9 (see [1, 4.10(1)]) Suppose V' € Vi (R"), g € Z(R™),
R > 0. Then it holds that
oV (xsro.m9) = 0V L B0, R) x G(n, k))(g)

“lim 1 ST i 9). 2.2)

€0 € JBn(0,R+¢)\B"(0,R)xG(n,k) |z,

Proposition 2.10 is concerned with the direction of the generalized mean
curvature vector.

Proposition 2.10 (see [4, 5.8]) Suppose that V' € IV, (R™) and that |6V ||
is absolutely continuous with respect to ||V||. Then

S+ (W(V,2)) = h(V, ) (2.3)

holds for V a.e.(z,5) € R™ x G(n, k).

Proposition 2.11 is an elementary but important fact; use this result in
the proof of Lemma 3.5 below.



Proposition 2.11 Suppose that f : R¥ — R is a S%-summable function.
Then we have

ko _ > k-1 k-1
/f(x) A x_/aBk(o,1)/o flrw)r™ drds" w. (2.4)

Proof. We define p : R¥ — R by u(z) = |z|x. We use the coarea formula
(see [7, 3.2.22]), we have

[swarts = [ [ swarttyn
_ /0 h /aBk(o,r) F(y) dA* Yy dr. (2.5)

By a properties of the Hausdorff measure, we have

/ fly)ds*1y = / flrw)yr*=td" 1w (2.6)
8Bk (0,r)

0Bk (0,1)

for any r > 0. Therefore we have (2.4) by (2.5), (2.6) and Fubini’s theorem.
U
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Chapter 3

The main theorem and its proof

Throughout this chapter, k£ and n are integers satisfying 2 < k < n and « is
a real number satisfying

a>1/3. (3.1)

In this chapter, we prove the following main theorem in this paper.

3.1 The assertion of the main theorem

Theorem 3.1 Suppose that V € RV,(R"), T € G(n, k), a € T. Let f: T —
T+ be a continuous differentiable map, and let F : T — R™. Assume that
there exists Cy > 0 and 6 > 0 such that |0V is absolutely continuous with
respect to |V]| on U(a,d), and

ImF NU"(a,d) =spt |[|[V] NU"(a,d), (3.2)

T(F(x)) =z, TH(F(x)) = f(z), [Vf(2) = Vf()ll < Cilz —al;  (3.3)

forx € TNU™(a,d). Leta € T be a Lebesque point of h(V,-) and OF(||V]],-)
with respect to ||V ||; that is,
1

0< (V] a) < 00, h(Via) = lim — / WV, z) d|Vz,
40 HV”B"(C%T) B"(a,r)

1
O*(|IV]l,a) = lim ————
(” ||7a) 7}{8 ||V||B"(CL, 7“)

(3.4)
/ (V] 2) dl|V .
B™a,r)
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For R > 0, we assume that
OF(|V]l,2) = O ([[V[l,a)| < C1R"™® (3.5)

for ||V almost every x € U™(a, R). Then the normal component of h(V,a)
s given by

1
Eh(V,a)-v
. 2 Tank(HVH a)t(z —a)-v
= hm—/ ) Avie (3.6
Wl A v e L L LR D

for v e Tan*(|V]],a)*.

Remark 3.2 When f is in the class of C? and T = Tan*(||V|,a), it is
known that

%h(V, a)-v
: 2 (F(y) = F(b)-v .

= lim / dz"%y, (3.7
R T ABGR) Jrseom 19— 0 b 37)

where b = T'(a). (3.6) implies (3.7) and vice versa if f € C?. In this sense
(3.6) is a generalization of (3.7) under less regurality condition.

Remark 3.3 We prepare a few lemmas which we need for the proof of main
theorem. By use of f(-) — f(a), if necessary, we may assume

f(a) =0. (3.8)
Moreover, by translation, we may assume
a=0. (3.9)

The map f is defined on 7', but not necessary on ImDF(0). However,
we regard the map f as a map defined on ImDF'(0) provided ¢ sufficiently
small. Next lemma is a rigorous statement of this fact.
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3.2 Lemmas

Lemma 3.4 Let 0, f and F satisfy (3.2) and (3.3) with a = 0. Then
there exist 6 > 0, Cy > 0, continuous differentiable maps f : ImDF(0) —
ImDF(0), and F : TmDF(0) — R™ such that

ImF N'U™(0,0) = spt || V]| N U™0,0) (3.10)

and

ImDF(0)(F(z)) = z, InDF(0)*(F(2)) = f(), |f(0)| = [[V(0)] = (()3'11)
(@)} < Colal ™, IV f(2) = V)]l < Calz =yl

Proof. Let S =ImDF(0). Take 0 < 0 < 8. Let z, § € spt ||[V|| N U"(0,4)
with Z # y. By (3.10), there exist x, y € T'N U"(0, ) uniquely such that
x # y, and

F(zx)=z, Fly)=1. (3.12)
Let X = (z,2-Vf(0)) and Y = (y,y- Vf(0)). Then

15(Z) = S@)n 2 |X = V] = [(X =Y) = (5(7) = S@)|n- (313

Since
X-Yes,
and since
17—y —(S(z) = S())]n = dist (Z — g, 5),
we have

(X =Y) = (5(z) = 5))la
(X =Y) = (@ -9+ (@ —-y) - (5(2) = S@))n

< YX-Y) = (@D

= 2=y (& — y)-VIO) — (& — 9, () — F))ln

= 9z — ) VO) — (f(2) — F©) s

_ / (V1 + te = 9) = VFO)- e )]

< 2016%z =yl (3.14)
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Substituting (3.14) into (3.13), we have

|S(z) — S(@)|n = (1 —2C10%)|x — ylx. (3.15)
Hence, we obtain
15(z) = S(H)|n >0 (3.16)

for sufficiently small 5. Then, whenever Z € spt ||V N U™(0,0) there exists

uniquely .
T e SNU™0,9)
such that
F(z)==z.
Using this correspondence, we define F' by

F(@) =z (3.17)

and observe that, by definition, F' satisfies (3.10). Furthermore F' is continu-
ously differentiable by the continuous differentiablity of F. Using [1, 8.9(5)],
(3.10) and (3.15), we have

(1~ ImDF (@) ~ mDEG)IP) D7) - DI
< |ImDF(#) — ImDE(3)|
IImDF (z) — ImDF(y)|?

= |[Df(z) = Df(y)II?
CPlx — yli®
< 2 (1 . 20@“)

IA

2 B 1%,

for 7 and 7 € SN U™0,6). Consequently, if & is sufficiently small, then we
have (3.11). O

By Lemma 3.4, we may assume (3.10) and (3.11) with
f=F F=F, ImDF(0) = R* x {0}. (3.18)

In what follows, we always assume (3.9) and (3.18). Furthermore, we identify
RF x {0} with RF.
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Lemma 3.5 Let f and F be functions as in Theorem 3.1. Then there exist
Ry > 0 and C5 > 0 satisfying the following properties. Whenever R € (0, Ry)
and w € OB*(0,1), there exists

r(R,w) € (0, R]
such that

T<R7 w)2 + |f(T(R7w)w)|721—k = R2) R < Cg?"(R,a)),

2(r(R,w) + f(r(R,w)w) VF(r(R,w)w)w) > r(R,w). (3.19)

The function r(R,w) is continuously differentiable with respect to R, and
satisfies

9, R
ﬁT(R’w) - (Ryw) + f(r(R,w)w) Vf(r(R,w)w)w’

(3.20)

Furthemore for any continuous function G : R¥ — R, we have

r(R,w)
/ G(x) d%kx:/ / Grw)rktdrds* 1w, (3.21)
F~1(B"(0,R)) aBk(0,1) Jo

1
lim —

/ G(x) dA#"x
&0 & Jp-1(Bn(0,R+¢))\F~1(B"(0,R))

(3.22)

r(f,w) R A,

- /aBkw,l) G ) R T Fr (R V(R

Proof. By (3.11),

% (TQ + |f(rw)|i_k) =2 (T + f(?“w)- Vf(rw). w) > o (1 . 0227,2(1) ‘

By (3.1), there exists Ry > 0 such that

% (7"2 + |f(7“w)]i_k) >0 (3.23)

for r € (0, Ry). Note that Ry is independent of w. Hence, for R € (0, Ry)
and w € 0B(0, 1), there exists

r(R,w) € (0, R (3.24)
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uniquely such that

r(R,w)* + |f(r(R,w)w)|?_, = R (3.25)

By the implicit function theorem, we find that r(R,w) is continuously differ-
entiable with respect to R. Hence, there exists C'3 > 0 such that

R* = r(R,w)’ + | f(r(R,w)w)[5 s
r(R,w)? (1+022T(R, )2"‘)

w)? (1 + C2R2)
C3r(R,w)?.

IANIAIA

Since
r(R,w) < R, (3.26)
for sufficiently small Ry > 0, we have
1—C3r(R,w)* > r(R,w)/2 (3.27)
whenever 0 < R < Ry, and

r(R,w)+ f(r(R,w)w) Vf(r(R,w)w)w
r(R,w) (1 — C’gr(R,w)Qo‘)

r(R,w)/2.

Consequently, (3.19) holds. (3.20) is obtained by differentiating (3.25) with
respect to R. By Proposition 2.11, we have

/ G(a) dA#ta

1(B"(0,R))

/ / X{ o o247 ()2 _,<R2 }(rw)G(rw)rk’l dr dA*1w.(3.28)
dBk(O 1) n— k—

Hence, we have (3.21) by (3.25) and (3.28). If € > 0 is sufficiently small, then

>
>

Hence, by (3.21),
1
lim — G(z)dA"x
0 € Jp-1(Bn(0,R+¢))\F~1(B"(0,R))
r(R+e,w)
— liml / / T drd A, (3.30)
0 € JoBk(0,1)
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and we use Lebesgue’s convergence theorem to obtain

) r(R,w)
(3.30) = / —/ G(rw)rttdr dst*w
aBk(0,1) OR Jo
= / G(r(R,w)w)r(R, w)k_l%r(& w) drds" " w. (3.31)
0Bk (0,1)
We have

(3.31) = /8Bk(01){G(T(R,w)w)r(R7w)k—1

(R, w) +f(r(R,w)w)-Vf(r(R,w)w)w} WA

by (3.20). Thus (3.22) is proved. O

3.3 Proof of the main theorem
In this section, we prove Theorem 3.1.
Proof. We assume that
fla)=0, Vf(a)=0, a=0 and T =R"x {0} € G(n, k).  (3.32)
Let
(€i)izy (3.33)
be an orthonormal basis of R", with (e;)¥_; being an orthonormal basis of
R* x {0}. Since
1 R 1
VB0, r)  [[V]B"(0,R) R
by (3.4), it is enough to show

1 T (x)- 1
{2 TS [ wvaradvie)
R0 R B"(0,R) |2 k Jen0,.R)

- (3.34)
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for any natural number [ with £ +1 <[ <n. By (3.11), there exists
J:T —R
such that

IALDE(y)| =1+ J(y), J(y) SV (3.35)

For simplicity, we write ©(z) = ©%(||V||,z). By (2.1), we have
/ W(V,2)- e d|V iz = —8V (Xmro.ner)- (3.36)
B"(0,R)

We use Proposition 2.9 for (3.36), we have
=0V (xBro,mer) = —0(V L B"(0, R) x G(n, k))(e:)

1 .
+lim - ST (e, 9)
el0 € JBn(0,R+¢)\B"(0,R)x G(n,k) ‘33|n
1 S(ey):
— lim - ()T e 9). (3.37)

€0 € JBn(0,R+¢)\B"(0,R)xG(n,k) |z,

where

(VL B"0,R) x G(n,k))(e

)=0
by the definition of the first variation of V' L B"(0, R) x G(n, k). By (3.10)
and the area formura ([1, 2.8(6)]), we have

(V L U™0, R) x G(n, k))(a)
- /F_I(Bn(o , “F @) IME@)O(F@)IADF (@) o T dA* s (3.38)

for a € ' (R" x G(n,k)) and 0 < R < §. Hence, using (3.38) and (3.35) for
(3.37), we have

C hmt 9" ) (e 0:F (y)) (0 F (y)- F(y))
(3:37) = 1€¢0 € JF-1(Bn(0,R+¢)\B"(0,R)) [F(Y)|n
X |ARDF(z) o T|O(F (y)) ds"y
I 970 fiy)(y; + 9 (y)- f(v)

el0 € Jp-1(Bn(0.R+e)\B"(0,R)) \/ W2 + [f )2,

x /1 + J(y)O(F(y)) d#"y, (3.39)
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where

fi=1Fe
and
g"
is the (4, ) element of the inverse matrix of (0;F-8;F)f,_,, and we sum i, j
over repeated indices from 1 to k. Since
OF-O;F = bi; + 0if- 05, (3.40)
and since
1@:f- 0PIl S IV 1%, (3.41)
we have
y y V]
g’Lj _ 67,] S
1(g7) = ()] = [V/IP
< VAP (3.42)
provided ||V f|| < 1. Using this and (3.11), we have
i _ §ii)p, L9 ()
(9 V0ifiy)y; + 95 f ) FW) 70
\/Iyli + W,
yle + IVFW)IIS (y
Y]k
S Lyl + Tyl (3.43)

By (3.22),
1
lim—/
&0 € Jp-1(Bn(0,R+¢)\B"(0,R))
_ / [r(R,w)wi*(1 4 |r(R, w)w[f*)r(R,w)" 'R
8B*(0,1) T(Ra (,U) + f(?”(R, w)w)' Vf(T(R, w)w)w

3 (1 + y[;*) dot™y

ds* 1w, (3.44)

and using (3.19) for (3.44), we have

(3.44) < R~k (3.45)
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Note that
30 —1>0

when (3.1). Consequently we have

i L (9" = 09)0ifuly) (y; + 95 f () f(y))
el0 € JFp-1(Bn(0,R+¢)\B*(0,R)) \/|?J|i +f(w))?_
L+ J(y)O(F(y)) dst™y
= o(R¥) asR]o0. (3.46)

Hence, we use (3.46), then (3.39) can be written as

(339) = lim~ 590, f1(y) (y; + 0. () F ()
W Jrmmonawon i+ 7))

L+ J(y)O(F(y)) d™y

i & (9" = 0")0ifi(w)(y; + 0 (y)- [ ()
0 € Jp-1(Bn(0,R+2)\B"(0,R)) \/\yli + [ f(y)|2_
1+ J(y)O(F(y) "y
_ hm_/ (VAily) v+ Vhly ) ( ) (®)/2)
&0 &€ Jp-1(Bn(0,R+¢)\B"(0,R)) \/|y|2 + 1 f(y
L+ J(y)O(F(y)) d™y
+o(RF) as R{0. (3.47)
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By (3.11), we have

Vhiy) V() )
2/ Iyl + 17 )2

k

_ |5~ @i - ason@s — aso)-trw - oy

N RO
< IV = VIOIPLf @) = FO)lnk
- |yl
S ke (3.48)

We use (3.22) for (3.48), we have
, 2
[ VAWV
20 < Jermancon 2, [y + IR,
1

< lim ylied ety

el0 € Jp—1(Bn(0,R+¢)\B"(0,R))
_ (R, w)wlior(R,w)* 'R
- /aBk(o,l) r(R,w) + f(r(R,w)w) Vf(r(R,w)w)w
Using (3.19) for (3.49), we have
(3.49) < R3«1Hk, (3.50)

ds* 1w, (3.49)

and noting that
3a—1>0

when (3.1), we have

1 \V4 Y14+ J
(347) = lim * MOV TW) 6 iy aety
el0 € Jp-1(Bn(0,R+¢)\B"(0,R)) \/|y|i + | f(y) ifk
X 2
. VA VIIG) g,
&0 &€ Jp-1(Bn(0,R+¢)\B"(0,R)) 2\/|y|i + | f(y) %fk
im © Vidy)y 1+J(y)@(F(y))d%”k?l
&0 &€ Jp-1(Bn(0,R+¢)\B"(0,R)) \/|y|i + |f(y) ifk
+ o(R*) as R |O. (3.51)
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Using (3.22), we have

(3.51)
_ / Vfil(r(R,w)w) wRO(F(r(R,w)w))
opr0,1) (M(B,w) + f(r(R,w)w) Vf(r(R,w)w)w)
W)k /1 + J(r(R, w)w)
VIRwP + | fr(Rww),
+o(RF) as R{O0. (3.52)

A 1w

Since

R,w)* T+ J(r(R, w)w)
W W)+ f(r(Rw)w) 2,

_ r(R,w)*(y/1+ J(r(R,w)w) — 1)
¢ r(R,w) + | f(r(R w)w) |2
+ rf W) , (3.53)

VrRw)? + | f(r (R ww)l2

using the fundamental theorem of calculus, we have

‘\/1+J(T(R,w)w) — 1‘ =

J(r(Rw)w) 1
/ it
0 21+t
S J(r(R,w)w). (3.54)
Substituting (3.35) into (3.54), we have
(3.54) S IVf(r(R,w)w)]?, (3.55)
and substituting (3.11) and (3.19) into (3.55), we have

(3.55) < r(R,w)*™ < R*™. (3.56)
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Substituting (3.53) into (3.52), we have

B Y fi(r(R.w0)w)- wRO(F(r(R, w)w))
(3:52) = /mo,l) <r<R,w>+f<r<R,w> > F(r (R, w)w)w)
y r( k \/1+J ,ww) — 1)
W )+|f(( W)l

)

V hi(r(R.w)w) wRr(R,w)'O(F(r(R, w)w))
*fmm{ ((Roo) + F(r(Row)e): VI (r(Roo))e)

R,

X ! }d,%”k !
Vr(B.w)? + £ (r(R.

+ o(R*) as R|O. (3.57)

d%kfl

Substituting (3.56) into (3.57), we have

(r(R,w) + f(r(R,w)w)- Vf(r(R,w)w)w)
X L } A w,
VTR wP? + [ fr(Rww) 2,
+ o(R*) as R0

. / {Vfl(r(R,w)w)-er(R,w)k@(F(r(R,w)w))
0Bk (0,1)

(3.57) = /8Bk(01) {sz(T(R,w)w)-er(R,w)k@(F(r(R,w)w))

(r(R,w) + f(r(R,w)w)- Vf(r(R,w)w)w)

1 1
X — A" w
(Wuz,w)u R @), T w>> }

+/ Vfi(r(R,w)w) wRO(F(r(R,w)w))
opr(o,1) (1(B,w) + [(r(R,w)w)- Vf(r(R, w)w)w)

x r(R,w) "t dA " w

+ o(R*) as R|O0. (3.58)
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Using (3.11) and (3.19), we have

1 1

\/T(R,w)2 + | (r(R, w)w) i—k r(R,w)

F (R ;
| »
0 (r(R,w)? +t?)2

r(R,w)?* !
R (3.59)

Substituting (3.59) into (3.58), we have

N

AN AN

(3.58)
_ / Vfi(r(R,w)w) - wRO(F(r(R,w)w))
opk(0,1) (T(R,w) + f(r(R,w)w)- Vf(r(R,w)w)w)

x r(R,w)* "t ds* 1w

+o(RF) as R0
_ / Vfi(r(R,w)w) wRO(F(r(R,w)w))
opr0,1) (T(R,w) + f(r(R,w)w)- Vf(r(R,w)w)w)
X (r(R,w)*~t = R*1) do™
V fi(r(R,w)w)-wR*O(F(r(R,w)w)) k-1
*[)Bkm o T(R,w) + [ (Row)o) V(R ww)w) 7
+o(R*) as R 0. (3.60)

Using (3.11) and (3.19), we have

R
|7“(R, w)F — Rk_l‘ = ’(k - 1)/ th=2 dt‘
r(

R
RF3 / tdt
r(R,w)

R*7(R* —r(R,w)?)

R f(r(R,w)w)lh
Rk, (3.61)

AN
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Substituting (3.61) into (3.60), we have

B Vi(r(R,w)w) wRFO(F(r(R,w)w))
(3.60) = /aBkm,l) (F(R.w) + [ (Bow)o) V(B w)))
+o(R") asR|0

— / Vi(r(R, w)w) wRNO(F(r(R, w)w)) — 6(0))
ko) T(Rw) + f(r(R,w)w) VI(r(R,w)w) w

A 1w

A 1w

+/ Vfi(r(R,w)w) wR*©(0)
o) T(R,w) + f(r(R,w)w)- Vf(r(Rww) w
+ o(R*) asR 0. (3.62)

A 1w

Using (3.5) for (3.62), we have

B Vfi(r(R,w)w) wRFO(0)
@) = [ EEICR ) SR T
+ o(R*) asR 0. (3.63)

A1y

We divide both sides of (3.63) by R*, and take the limit as R | 0. It follows
from (3.4), (3.5) and (3.19) that

lim Vi(r(R, w)w) wO(0)

k—1
R0 Jogk(0,1) T<R7W> + f(T(R,w)w). Vf(T(R,w)w)w A" w e R. (364)

By L’Hospital’s rule and (3.20), we have

2
lim — R ©(0) d"!
i [ AR R0

1

= lim — / Vfilr(R,w)w)- w@(O)M dA"w
0Bk (0,1)

R0 R OR
= (3.64). (3.65)
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On the other hand, using (3.38), we have

T+ (z) ¢
/ — o d[V]z
B~ (0,R) |z|2

:/ fuly) V1+ J(y)O(F(y)) d"y

1(Bn(0,R)) ’y|k+ |f(y )2

-/ i) o(p(y)) drty

F~1(B"(0,R)) !y\i +1f(y) n—k

fily)
- /Fl(Bn(o,R)) !y\i + [f(y) ?L—k
x (V1+J(y) — 1D)O(F(y)) dst"y. (3.66)

Using (3.56), we have

hHy)(V1+J(y) —1)O(F(y))
F-1(B"(0,R)) Iyli + [f(y) ifk

2
< / \fz(y)lnkaQVf(y)H A"y, (3.67)
F-1(B"(0,R)) i

Then we substitute (3.21) into (3.67) to obtain
r(R,w) 2
n—k||V - -
(367) — / / |fl T(U | k|| 5 f(TCL))H k 1 dr d%k 1w
9Bk (0,1) |rwl

r(R,w)
= / / | f1(rw) |||V f (rw)||2r* 3 dr d w0, (3.68)
aBk(0,1) Jo

Substituting (3.11) into (3.68), we have

r(Rw)
(3.68) < / / 32 dr d" " w
OBF(0,1)

< r(Rw) (3.69)
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and substituting (3.69) into (3.66), we have

fl(y) k
3.66) = O(F dH
(3.66) /Fl(Bn(o,R)) s+ 1 fW)|2_, Fw) Y

+o(R*) asR |0

1
- / fiy) = O(F () dty
F-1(B"(0,R)) |yl

1 B .
*L(Bn(o,m) fily) (\yrz WL rmz) OF () a7y

+o(RF) as R{0. (3.70)
Since
‘ fily) ~ fily)
Wik + W2, iz
If(y)ln—k d 1
- S
| [ 5 (e) ‘
If(y)ln—k 2t
- SR
ol [ G ‘
< ’fl(y)Hf(y)i—k
~ i
S ket (3.71)
and since

[ iy
F-1(Bk(0,R))

r(R,w)
- /(93k(01)/0 [rw[3 ekt dr P w

R3O{71+k’ (372)

AN
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we have

1
70) = —0 dA"
a0 = [ W) Aty

+o(RF) as R0

1
- / fily) —O(F(0)) dty
F-1(B"(0,R)) |y|k;

1 _ k
Ly A O @) OO oty

+ o(R¥) as R /0. (3.73)
Using (3.5) for the second term of the right-hand side in (3.73), we have

1 k
1) = [ hW ety

+ o(R*) as R 0. (3.74)

Using (3.21) for (3.74), we have

r(R,w)
(3.74) = / / ) 160) dr d 1
0Bk (0,1)

Trwlf

+o(RF) as R0

r(R,w)
= / k / filrw)r*=30(0) dr d#*w
oBk(0,1) Jo

+o(RF) as R 0. (3.75)

The derivative of the first term of the right-hand side in (3.75) with respect

28



to R is

A 1w

/ filr(R, w)w)r(R,w)" > RO(0)
anr(0,1) (R, )+f( (R,w))- Vf(r(R,w)w)w

= / fi(r(R, w)w)r(R,w)" *RO(0) d#"*'w
8B%(0,1)

+ / filr(R, w)w)r(R,w)* R
OB*(0,1)

x <T(R, W) + F(r (R, )V f(r (R, w)w)w

) -
T(R’w))d% . (3.76)

Since
1 1
r(R,w)+ f(r(R,w)) Vf(r(Rwww (R w)

Vf
Fr(Re) V(r(Rww) g )
I Y
0 dt ,

/f(T(R,w))-Vf(T( w)w)w
0

S r(Rw)*, (3.77)
we have
(3.76) — / Fr (R, 0)w)r (R, ) RO(0) d A

6B*(0,1)

+o(RFY) as RO

= [ (R RO0) b

8B*(0,1)

+/ fi(r(R,w)w)(r(R,w) ™ — RFYRO(0) d#*w

OBF(0,1)
+o(RFY) as RO (3.78)
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by the substituting of (3.77) into (3.76), we have

R
/ tk_5dt‘ : (3.79)
r(Rw)

"I“(R, w)k:—4 . Rk’—4‘ S

Using (3.19) for (3.79), we find that

R
‘R’H" / tdt'
r(R,w)

|RFS(R? — r(R,w)%)|
R*|f(r(R,w))[*
R2a—6%k, (3.80)

(3.79)

A

AR AN IA

Substituting (3.80) into (3.78), we have

(3.78) = RF3 / filr(R,w)w)O(0) s w

9Bk (0,1)
+o(RFY) as R 0. (3.81)

We divide both sides of (3.75) by R, and use L’Hospital’s rule. Then we
have

. (3.75)
L
lim — / / " o)t P00) dr dA
= lim — rw)r r w
R0 R* Jopk(o1) Jo :
= lim 1 d / /T(RM) filrw)rt=30(0) dr d#* 1w
- R|O k’Rkil dR OBk(0,1) JO : ‘
(3.82)
Substituting (3.81) into (3.82), we have
(3.82) = lim ! Rk_?’/ filr(R,w)w)O(0) dst* 1w
R0 kRF-1 OBk (0,1)
1
— 1 L d k—1 ) .
i 7 [, RO (a8
The assertion of Theorem 3.1 follows from (3.65) and (3.83). O
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3.4 Comparison with the Laplacian of a graph

If the varifold has higher regularity, then the assertion of Theorem 3.1 be-
comes simpler. Corollary 3.6 associates the Laplacian of a graph which rep-
resents a varifold with the generalized mean curvature of the varifold.

Corollary 3.6 Let f and F satisfy (3.2) and (3.3). We assume that o >
1/2. Then

1
lim

= VF(Rw) wO(0)ds#"'w € R" 3.84
i ), TF )00 (3.8)

and this value coincides with the generalized mean curvature.

Proof. We rewrite the integrand of (3.64) as

Vilr(R,w)w) w
r(R,w)+ f(r(R,ww) Vf(r(R,w)w)w
= Vfi(r(R,w)w) w

: (r(R, W)+ f(T(Rw)lw)- Vir(Rwww ru%l,w))
+A R (- - )

r(R,w)
—i-}% (VAilr(R,ww) — Vfi(Rw)) w+ w (3.85)
Using (3.11) and (3.19) for the third term of (3.85), we have
% VAR, w)w) — VA(RW)| < % (R, w)w — Ruw|®
_ G <|f(T(RaW)W)|2)a
- R\ r(Rw+R
< R2a2+oz—17 (3.86)

and we note that
20 +a—1>0
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is positive when a > 1/2. Then we have
(3.85) = V/fi(r(Rww) w

X

( 1 =)
r(Ryw)+ f(r(Rww) Vf(r(R,ww) w r(R,w)
+Vi(r(R,w)w) w (r(R—l,w) — %)

V fi(Rw)-w
T

Substituting (3.77) into the first term of the right-hand side in (3.87), we
have

+o(l) as R]O. (3.87)

IV fi(r(R,w)w)-w|
1 1
% r(R,w)+ f(r(R,w)w) Vf(r(R,ww) w B r(R,w)

< R, (3.88)

~

And using (3.88), we have

B 1 1 Vfl(Rw)- w
(3.87) = Vfi(r(R,ww) w <T(R, o }—%) + 5
+o(1) as R 0. (3.89)
It holds that
1 1| R-7r(Rw)
r(R,w) E‘ ~ r(R,w)R
_ R? —r(R,w)?
= @rewareon 0
Substituting (3.11) and (3.19) into (3.90), we have
< R*L (3.91)
Substituting (3.91) into (3.89), we have
(3.89) = Yﬁ%?iﬁ-+qn as R 1 0. (3.92)
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Hence, we integrate (3.92), and take the limit for its as R | 0. Then we have

V/i(r(R,w)w) wO(0) k-1,
/8Bk(0,1) H(Row) + (R VIR w
S V fi( Rw)- wO(0) ds#*w (3.93)
R Jogr 1)
+o(1) as R]O0. (3.94)

O
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Chapter 4

Inverse of a tangent-point
radius and some examples

In this chapter, we explain the vector-valued tangent-point radius, and we
introduce a generalization of the mean curvature vector different from [1].
Theorem 3.1 says that this coincides with that of [1] when the varifold V' is
locally the graph of a C1* function with o > 1/3. Furthermore we give some
examples.

4.1 The explanation of the geometric mean-
ing of the main theorem

Suppose that S € G(n,k), z € R" and a € S. Then we say

[z —al;
2|5+ (x —a)l,

is the tangent-point radius. We consider a curve which is tangent to .S at a.
If a point = on the curve approaches a along the curve, then inverse of the
tangent-point radius tends to its curvature. The quantity

254 (x — a)

|z —al}

in the integrand of (3.6) corresponds to the vector-valued inverse of the
tangent-point radius. Hence its integral average might approximate the mean
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curvature, which is the heart of (3.6). By Theorem 3.1, the classical mean
curvature is represented by (3.6). It is a generalization of the generalized
mean curvature without using the variation, and this is different from the
corresponding generalization in [1].

z — al?

2T, M~ (z — a)

a T.,M \

Figure 4.1: The figure of the tangent-point radius.

4.2 Examples

In this section, we present examples with the help of (3.6); it is easier to
calculate than the generalization of the mean curvature in [1]. For these
examples, we prepare Propositon 4.1 below.

Proposition 4.1 Under the same assumptions as Theorem 3.1 with T =
ImDF(0) = RF x {0}, F(0) =0. Then we have

2 TH(F
oy 2 [ T e,y
B"(0,R) lyli
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Proof. We rewrite the integrand in (3.75) as
r(R,w)
/ fi(rw)r*=30(0) dr
0

= —/ filrw)r=30(0) d?"+/0 filrw)r*=30(0) dr. (4.2)

(Rw)

Using (3.11) and (3.19) for the first term of the right-hand side in (4.2), we
have

R R
/ filrw)r*=3dr| < Rk_4+“+1/ rdr
r(R,w) r(R,w)
< B(R - (R
= RO f(r(R,w)w)]?
5 R3O‘_1+k. (4'3)

By Theorem 3.1 and (3.75), we have

2%k r(R,w)
h(V,0)-¢, = li RS dr doF o 4.4
vora=tm 2 [ [ et

Substituting (4.2) into (4.4), we have

(4.4) I 2k / /R filrw)r*3d
' — lm —_ (rw)r r
R10 wy, Rk 8Bk (0,1) r(Rw)

R
—l—/ filrw)rk=3 dr}d%ﬂk_lw. (4.5)
0

Substituting (4.3) into (4.5), we have

2k r
4.5) =i " drdA . 4.6
an =t 2 [ oot aaete )
Finally, substituting (2.11) into (4.6), we have

2k Fly)-e k
4.6) = lim —— dt"y. 4.7
(4.6) I%lkak /Bn(o,R) lyl% Y .7
UJ
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We assume that

in the following examples.

0<pB<l1

Figure 4.2: The figure of Example 4.2.

Example 4.2 Suppose

n=k+1, y=(y1,...

We let

JUk) € RF, lyle =7 and y, = ro.

fly) =10y
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Then f & C?%, and the mean curvature in the classical sense of f cannot be
defined. However, by Proposition 2.11, we have

Bk(0,R)

R¥ |Z/|i R¥ Bk (0,R) |y|i
1 (R
= —k/ rk+'8_2dr/ o1dA" o =0,
R~ /o 8Bk (0,1)

and the generalization of mean curvature exists.

Figure 4.3: The figure of Example 4.3.

Example 4.3 Suppose that

k=2, n=3 and set y, = rcosé.

We let
f(y) =7 cos 26.
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Then f & C?%, and the mean curvature in the classical sense of f cannot be
defined. However, by Proposition 2.11, we have

. 1 R 2w
— f<y2>d,%”2:v:—2/ rﬂdr/ cos20df =0
R? Je20.m) 1Y3 R Jo 0

and the generalization of mean curvature exists.
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Chapter 5

Comparisons with other
generalizations of mean
curvature

In this chapter, we introduce generalizations of the mean curvature different
from Allard’s one and we make a comparison with (3.6).

5.1 Comparison with curvature measures

In this section, we give a generalization of the mean curvature using Steiner’s
formula.

Definition 5.1 For a convex body K C R", let p(K,-) : R* — K be the
nearest point map for K and define

uw(K,z) = % (5.1)

for any x € R™. For € > 0, we let
K.={xzeR" : dist(K,z) <e}. (5.2)
Also, for a Borel subset £ C R® and A C R" x S"!, we set

A(K,E)={z€K. : p(K,z) € E} (5.3)
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and
M(K,A)={ze K.\K : (p(K,z),u(K,z)) € A}. (5.4)
Next theorem is called Steiner’s formula, see [8], [6] and [7].
Theorem 5.2 For any convex body K C R"™, there exist Radon measures
Go(K,-), -y Pn(K) (5.5)
on R™, and Radon measures
Oo(K,-), .ovy Ona(K,-) (5.6)

on R™ x S 1 such that

n

A (ALK E)) = " wnidi(K, E) (5.7)
and
A" (M (K, E)) = nz_l " M, 101(K, A) (5.8)

1=0
for any Borel subset E C R™ and A C R™ x S™ 1.

Definition 5.3 We call ¢;(K, ) Federer’s curvature measure (i =0, ..., n),
and we call 0;(K, - ) the generalized curvature measure (j =0, ...,n—1). In
particular, we call ¢,,_o(K,-) the mean curvature measure.

The next theorem is a comparison between the generalized mean curva-
ture vector and the mean curvature measure. See [8].

Theorem 5.4 For ¢, _o(K,-)-almost every x € R", there exists a Radon
measure A, on S"' such that

/]R" G g($7y) d‘gn—2<K7 ’ )(w,y)

= [ ([ st iny) o atcge 5.9)
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for any g € & (R"x 8" 1). Moreover, for any Borel subset E C R™, we have

n—1

21

_ /a . ( /S n_lyd)\my) b a(K, )z (5.10)

By this theorem and Theorem 3.1, we can consider the representation in
(3.6) is a part of Steiner’s formula, that is, (3.6) represents a perturbation of
the convex body K if 0K is sufficiently smooth. Moreover, we can expect a
representation of other curvature measures using formulas like (3.6).

The mean curvature measure ¢, o(K,-) is defined for a convex body,
and gives the representation (5.10) of the generalized mean curvature of the
boundary of the convex body. We need not assume such convexity for our
representation (3.6); see Examples 4.2-4.3.

/ h(v(0K),2) dA | 0Kz

5.2 Comparison with the variational mean cur-
vature

In this section, we introduce a generalization of the mean curvature using a
minimizer of some functional.

Definition 5.5 Let W C R" be open. For v : W — R, E C W and an open
subset U C W, set

1Dul|(U) = sup{ [ o@D R s g e 200, Jgl <1 } (5.11)

10BN =sup{ [ DR s g€ 20, Jgl <1 } (5.12)
FE
For a summable function H : W — R, we set
Fu(B,U) = |0E|(U) + / H(z) dz. (5.13)
E

Using the above notation, a set F is said to have the variational mean cur-
vature H in W if

J0E|[(U) < s (5.14)
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for any open subset U C W whose closure is compact, and

for any open subsets U C W and F' C W such that Closure((E \ F) U (F'\
E)) C U is compact.

The next theorem is a comparison between the variational mean curvature
and the generalized mean curvature, proved in [3].

Theorem 5.6 Let Q C R™! be an open subset and f : @ — R be a C1~
function (0 < a < 1). Also, we set

E={(y,2) e QxR : 2< f(y)}. (5.16)

Suppose

/Q\/1+\Df(y)li_1dy§/Q\/1+|Dv(y) 2 dy (5.17)

for any v : Q — R such that | Dv||(2) < oo, Closure(spt (v — f)) C Q and
f <w. Then E has the variational mean curvature in €2 X R. Moreover, the
generalized mean curvature of the graph of f exists, and it coincides with the
variational mean curvature of E.

By this theorem and Theorem 3.1, we can consider (3.6) as a represen-
tation of a minimizer of (5.13). Hence we can expect a representation of
minimizers of functionals like (5.13) using (3.6).

The variational mean curvature in Definition 5.5 is defined for the hyper-
surfaces in Examples 4.2-4.3. However, since the variational mean curvature
is given as an L'-function, that is, since it is defined only at almost every
point, it is difficult to see the geometric meaning pointwisely around a given
point. On the other hand, we can see the geometric meaning through (3.6) as
the limit of integral averages of the vector-valued inverse of the tangent-point
radius.

Acknowledgement. The author would like to thank Prof. Neal Bez for
English language editing.

43



Bibliography

1]

2]

3]

Allard, W. K., On the first variation of a varifold, Ann. of Math. (2) 95
(1978), 417-491.

Almgren, F. J. Jr., “The Theory of Varifolds”, Mimeographed notes,
Princeton, 1965.

Barozzi, E., Gonzalez, E. & U. Massari, The mean curvature of a Lip-
shitz continuous manifold, Rend. Mat. Acc. Lincei. s. 9, 14 (2003), 257
277.

Brakke, K. A., “The Motion of a Surface by its Mean Curvature”, Math-
ematical notes 20, Princeton University Press, Princeton, 1978.

Evans, L. C. & R. F. Gariepy, “Measure Theory and Fine Properties of
Functions”, Studies in Avanced Mathematics, CRC Press, Boca Ratin,
Ann Arbor, London, 1992.

Federer, H., Curvature Measures, Trans. Amer. Mat. Soc. 93 (3) (1959)
418-491.

Federer, H., “Geometric Measure Theory”, Die Grundlehren der math-
ematischen Wissenschaften 53, Springer-Verlag, New York, 1969.

Ossanna, E., Comparison between the generalized mean curvature ac-
cording to Allard and Federer’s mean curvature measure, Rend. Sem.
Mat. Univ. Padova, 88 (1992), 221-227.

L. Simon, Lecture on geometric measure theory, Proceedings of the Cen-
ter for Mathematical Analysis, Australian National University, vol. 3,
Australian National University Center for Mathematical Analysis, Can-
berra, 1983.

44



[10] Kasai, K. & Y. Tonegawa, A general regularity theory for weak mean
curvature flow, Car. Var. Partial Differential Equations 50 (2014), 1-68.

[11] Menne, U., Second order rectifiability of integral varifolds of locally
bounded first variation, J. Geom. Anal. (2) 23 (2013), 709-763.

[12] Strzelecki, P. & H. von der Mosel, Tangent-point repulsive potentials for
a class of non-smooth m-dimensional sets in R™. Part I: Smoothing and
self-avoidance effects, Geom. Anal. 23 (2013), 1085-1139.

[13] Takano, K., A geometric representation of the generalized mean curva-
ture, submitted.

45



