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Abstract 

The development of robot is entering a new stage where the focus is placed 

on interaction with people in their daily environments. The concept of 

service robot is rapidly emerging. The service robot will act as a peer 

providing mental, communicational, and physical support. Such interactive 

tasks are of importance for allowing robots to take part in human society. 

Many robots have already been applied to various fields like hospital, school, 

day care center, museum and so on in daily environment. In museum 

context, guide robot needs to interact with the visitors in a natural way. 

Although much research has already been conducted in the area of non-

verbal communication between a guide robot and human, such as facial 

expression, eye-gaze, and gesture commands, whether create and control 

spatial formation with the multiple visitors is also a fundamental function 

for the museum guide robots that remain unexplored. Drawing upon 

psychological and sociological studies on the spatial relationship between 

human, it is considered that museum guide robots should have also the 

capability to create and control spatial formation in various situations. 

The research questions that we seek to address in this area are as follows: 

What are the constraints to create spatial formation with the visitors? How 

does guide robot create spatial formation with the visitors before start its 

explanation of any exhibit? Can the robot attract visitor’s attention to 

creates spatial formation properly? Can the guide robot indentify interested 
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bystanders and invite them into an ongoing explanation session and thus 

reconfigure spatial formation? Can the robot reconfigure spatial formation 

during explaining multiple exhibits collectively? How does guide robot 

initiate conversation with the multiple visitors? 

This dissertation seeks to find answers to these questions by incrementally 

exploring the constraints to create spatial formation and developed an 

integrated model to configure spatial formation with the visitors in various 

situations. We began by observing and videotaping scenes of actual museum 

galleries where human guides explained exhibits to multiple visitors. Based 

on these analyses of the video, we developed a mobile robot system able to 

create and control spatial formation while guiding multiple visitors inside 

the gallery from one exhibit to another. We evaluate the guide robot system 

in a series of study that focuses on different situations where guide robot 

creates spatial formation with the visitors. The first study focused on 

designing a model to create spatial formation by analyzing the constraints of 

spatial formation before start the explanation by the guide robot. The 

effectiveness of the guide robot system was confirmed through the 

experiments. 

In a museum context, when a guide explains any exhibit to a small numbers 

of visitors, many other visitors who are not participating in the current 

explanation may stand around the explanation area. Among them who 

demonstrate interest in the explanation are considered to be interested 

bystanders. A museum guide robot needs to identify interested bystanders 

and invite them into ongoing explanation session. Thus to deal with the 

bystanders, we extended our model and evaluate its performance through a 

series of experiments in the next. These experiments focused on designing 

three steps process of identifying and inviting interested bystanders into 

ongoing explanation session. Change of robot’s body orientation plays an 
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important role to reconfigure the spatial formation again. This dissertation 

also seeks to find the answer how robot changes the position and orientation 

of the visitors by rotating its own body from one exhibit to another while 

explaining multiple exhibits collectively. Experimental results suggest that 

repositioning and reorientation of the visitor’s body are reasonable 

indications of the visitor’s intention of spatial reconfiguration. Finally, we 

have presented a model to initiate conversation with the visitors. Museum 

guide robot should observe visitors to find those who may want to be guided 

and initiate conversation with them. We developed a model that describes 

the constraints and expected behaviors in the phase of initiating 

conversation. We conducted an evaluation experiment that demonstrates 

that our model significantly improves the robot’s performance in initiating 

conversation. 

This research contributes to the design of a mobile museum guide robotic 

system that is capable to create and control spatial formation with the 

visitors in different situations. 
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Chapter 1 

 Introduction 

Recent works in robotics have enabled us to start developing humanoid 

robots that interact with people and support their regular activities. Current 

studies have explored that humanoid robots are suitable for communicating 

with humans. Human-robot interaction (HRI) is an interdisciplinary 

research field aimed at improving the interaction between human beings 

and robots and to develop robots that are capable of functioning effectively 

in real-world domains, working and collaborating with humans in their 

daily activities. HRI lies in the intersection of robotics, artificial intelligence 

social sciences and psychology [1] (Figure 1.1). For robots to be accepted into 

the real world, they must be capable to behave in such a way that humans 

do with other humans. Bartneck & Forlizzi [2] propose the following 

definition of a social robot: "A social robot is an autonomous or semi-

autonomous robot that interacts and communicates with humans by 

following the behavioral norms expected by the people with whom the robot 

is intended to interact". This definition does not say what would actually be 

humans' normal expectations with regard to socially interactive robots. Fong 

et al. [3] provide some indications by describing socially interactive robot 

characteristics: A socially interactive robot may express and/or perceive 

emotions, communicate with high-level dialogue, learn and/or recognize 
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models of other agents, establish and maintain social relationships, use 

natural cues (gaze, gestures, etc.), exhibit distinctive personality and 

character, and learn or develop social competencies. 

 

 

Figure 1.1: HRI is at the intersection of Robotics, Artificial Intelligence and 

Psychology/Social Sciences. 

  

Service robots are envisioned to coexist with humans and to fulfill various 

kinds of tasks. In the last few years there has been a substantial progress in 

the field of service robots. A variety of mobile robots that are designed to 

operate in environments populated by humans has already been developed. 

These robots, for example, have been deployed in hospitals, office buildings, 

department stores, and museums. Although a number of significant 

challenges remained unsolved related to the social capabilities of service 

robots, the service robot that can create and control spatial formation with 

the human is also an important research issue in the realm of natural HRI. 

HRI could benefit our society in multiple ways. Many robots have already 

been applied to various fields in daily environments. Assistive and health-

care robotics can improve the quality of life of the elderly or physically 

impaired people, as our aging population is growing and there is a limited 

human health-care workforce available. For applications such as service 
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robots, the use of robots in homes, offices, museums, schools, or stores can 

increase the efficiency of people’s work, providing new services and 

improving the quality of life. In line with this prospect, we have developed a 

mobile museum guide robot that we believe to be a promising application. 

There are several studies on a guide robot for a museum, shopping mall that 

presents an object (e.g., an exhibit or merchandise) to visitors [4, 5, 6, 7]. In 

closed environment, such as a home, an elementary school or an office, 

robots interact with a limited group of people [8, 9, 10]. 

Social interaction between humans takes place in the spatial environment 

on a daily basis. We occupy space for ourselves and respect the dynamics of 

spaces that are occupied by others. We know both anecdotally [11] and from 

architectural theories such as Space Syntax [12] that the organization of 

space can generate and structure the activities of those who inhabit it. This 

is not to suggest that space determines behavior, but rather that there is an 

interaction between spatial structures and the kinds of social activities 

enacted within them. 

1.1 Objectives 

When people enter into interaction, they tend to place themselves in a 

spatial-orientational arrangement such that each is facing inward around 

the space to which each has immediate access. When this kind of particular 

spatial formation occurs, they can feel that they are participating in the 

conversation; once they perceive their participation, they will try to 

maintain this spatial formation. In this dissertation, our main concern is to 

develop a mobile museum guide robot that is capable to create and control 

such kind of spatial formation with the visitors. Based on the spatial 

relationship between people [13, 14, 15], it is considered that museum guide 
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robots should also form an appropriate spatial relationship with the visitors 

in various situations [16, 17, 18, 19]. Specifically the objective can be broken 

down into the following categories: 

Our proposed mobile museum guide robot is capable: 

 To create and control spatial formation with the multiple visitors 

before start its explanation of any exhibit. 

 To reconfigure spatial formation while moving from one exhibit to 

another. 

 To reconfigure spatial formation when interested bystanders 

incorporate into an ongoing explanation. 

 To reconfigure spatial formation while explaining multiple exhibits 

collectively to multiple visitors. 

 To create spatial formation during initiation of interaction with the 

visitors by judging their behaviors. 

1.2 Motivation 

The development of robots acting as museum tour-guides is a motivating 

challenge, so that a considerable number of mature robotic systems have 

been developed during the last decade. Drawing upon psychological and 

sociological studies on the spatial relationship between human, it is 

considered that museum guide robots should have also the capability to 

create and control spatial formation in various situation. In a museum 

context, in human-human interaction, museum guide and the visitors group 

themselves into lines or circles and take place in the spatial environment 

and thus create spatial formation. Based on how humans create spatial 

relationships among themselves, it has been argued that such museum 

guide robots should also form an appropriate spatial relationship with 
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people in various situations. The ability to naturally create and control 

spatial formation is very important for a mobile museum guide robot 

because in this way the visitors can acquire equal, direct, and exclusive 

access to the target object, just as with a human guide.  

There has been extensive research in the field of psychology pertaining to 

human positioning and the attraction of attention during human interaction. 

The research results in sociology: spatial formation by Kendon and ‘pause 

and restart’ by Goodwin have suggested us how a guide robot should behave 

when starting explanation. Kendon states that, “A spatial formation arises 

whenever two or more people sustain a spatial and orientational 

relationship in which the space between them is one to which they have 

equal, direct, and exclusive access” [13]. This kind of spatial formation is 

also known as F-formation. Goodwin discussed some systematic ways in 

which speakers capture the attention of a recipient [20]. When a speaker 

begins to utter a sentence, and if s/he finds recipients are not gazing towards 

him or her, the speaker can use the techniques of “restart” and/or “pause” in 

the delivery of the utterance. 

A museum guide robot should have visitors come around the exhibit that 

it will explain and attract their attention when it starts explaining the 

exhibit.  If the visitors are away from the exhibit, it cannot start explanation. 

Even though they are around the exhibit, if they are not looking at the 

exhibit or the robot, they may not be ready to listen to the robot’s talk. So, 

guide robot needs to be confirmed that visitors are around the exhibit and 

also needs to attract the attention of the visitors before start its explanation. 

There may be some other cases where the guide robot escorts visitors to 

several exhibits in a museum. This means that the spatial formation or F-

formation arrangement, once configured in front of an exhibit, should 

disappear while the group is moving from one exhibit to another, and then 

should be reconfigured in front of the next exhibit. Moreover, according to 
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Kendon, an existing spatial formation may gain or lose participants, 

undergoing dynamic reconfiguration as it does so [13]. If the guide robot 

wants to change the position and body orientation of the visitors to give 

them better access to a target object and thus reconfigure spatial formation, 

it is recommended that the robot should rotates its own body towards the 

target object. Initiation of conversation is also an important concern for 

social service robots like museum guide robots. A conversation can start only 

when both guide robot and visitors have established a common belief that 

they will share the conversation. In human-human interaction, to initiate 

conversation in a typical situation, one would stop at a certain distance 

orienting toward the target person, speak a greeting word, and find that 

they are engaging in a conversation. People do this unconsciously in daily 

life. On the other hand, in human-robot interaction, it is difficult for a robot 

to initiate conversation in such a way that humans do frequently in daily 

basis. Museum guide robot needs to create spatial formation to initiate 

conversation. 

So, museum guide robot needs to know every detail of human behavior to 

establish spatial formation with the visitors in different situations. Thus, 

the question becomes: how does a museum guide robot create and control 

spatial formation with the multiple visitors in different situation during 

showing tour performance to them? This dissertation addresses this 

question through developing a spatial formation model for mobile museum 

guide robots. 

1.3 Research Contribution 

This research resulted in a complete spatial formation model for a museum 

guide robot. Research contributions include the following: 
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 An experimental paradigm for studying how mobile museum guide 

robots create and control spatial formation with the multiple visitors 

by observing their position, body orientation, and face direction before 

start its explanation of any exhibit (Chapter 3). 

 An experimental paradigm for studying how guide robots attract the 

attention of the visitors at the beginning of explanation (Chapter 3). 

 An experimental paradigm for studying how guide robots reconfigure 

spatial formation with the visitors when robots along with the visitors 

move from one exhibit to another (Chapter 3). 

 An experimental paradigm for studying how robots identify interested 

bystanders around itself and invite them to join into ongoing 

explanation session and thus reconfigure spatial formation with 

existing and newcomers visitors (Chapter 4). 

 An experimental paradigm for studying how guide robots change the 

position and body orientation of the visitors by rotating its own body 

from one exhibit to another while explaining multiple exhibits 

collectively (Chapter 5). 

 An experimental paradigm for studying how robots identify interested 

visitors about the exhibit and initiate conversation with them 

(Chapter 6). 

 

1.4 Structure of Thesis 

Chapter 2- Background. The next part concerns the review of relevant 

literature which first considers robots and human-robot interaction, then 

comparable and relevant findings about guide robots and spatial formation 

from the fields of Human-Robot Interaction (HRI) research. 
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Chapter 3- A Empirical framework to Create Spatial formation by guide 

robot Before Beginning the explanation. In chapter 3, the constraints to 

create spatial formation are described and then the proposed modeling of 

interaction to create spatial formation at the beginning of explanation is 

presented. Following that, robotic system overview for the museum guide 

robot is presented. Eventually conducted evaluation experiments and 

experimental results are reported. 

 

Chapter 4- Reconfiguration of Spatial Formation While Interested 

Bystanders Join into Ongoing Explanation.  In chapter 4, proposed robotic 

system for museum guide robots is extended to indentify interested 

bystanders and invite them to join into ongoing explanation session. Model 

of incorporating interested bystanders is presented in this chapter. 

Experiments with the guide robot and experimental results are show at the 

end of this chapter. 

 

Chapter 5- Reconfigure Spatial Formation During Explanation of Multiple 

exhibits Collectively. The effects of rotating robot’s own body from one 

exhibit to another and thus reconfiguration of spatial formation again are 

illustrated in chapter 5. The constraints of robot’s body orientation are also 

reported in this chapter.  Experimental design to evaluate the robotic 

system and results are described at the end of this chapter. 

 

Chapter 6- Spatial Formation Model to Initiate Interaction. Detail human-

human behaviors at the moment to initiate interaction or conversation are 

analyzed in this chapter to develop a model to initiate interaction.  The 

proposed model of expected behavior of the guide robots to initiate 

interaction with the visitors is explained in this chapter. Detail 
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experimental procedure and experimental results are shown at the end of 

this chapter. 

 

Chapter 7- Conclusion.   Conclude the thesis with a summary of the concepts 

and frameworks introduced in the thesis followed by the potential future 

work and application. 
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Chapter 2 

 Background 

2.1  Robots and Human-Robot Interaction 

A robot can be loosely defined as a “re-programmable multi-functional 

manipulator" [21] although there are several conflicting, detailed definitions. 

Re-programmability distinguishes robots from other automatic machines. 

From the inception of the term by a playwright, people have conceived 

robots as human-like machines which can think and move just like human 

beings. However, the first commercial application of robots did not look 

much like humans. From the 1960s, when they were first introduced by 

General Motors to an automobile assembly plant [21], industrial robots were 

developed and widely installed in manufacturing facilities all over the world. 

In most cases, these industrial robots were placed in a confined area of the 

factory floor and performed pre-defined, albeit re-programmable, material 

handling and manipulation tasks. Although these robots have re-

programmability, they are controlled in a similar manner to other industrial 

equipment, such as computerized numerical control machines or unmanned 

guided vehicles. The rapid progress of computer and communication 

technologies brought intelligent robots which have 
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advanced computing power compared with traditional industrial robots. 

Because intelligent robots can accomplish complex and varied tasks, the role 

of human control over the robot also dramatically increased. With the 

advent of intelligent robots, human-robot interaction (HRI) has gained 

importance as a research topic. This interaction has been deemed necessary 

to design and build effective robot systems which include human users. 

2.2  HRI: Situation and Context 

The term Situation denotes the physical environment where the interaction 

takes place, including the physical shape and size of the immediate area, the 

location, size and orientation of obstacles, and the location, posture, 

orientation and position of humans (e.g. standing, seated, behind desk, 

against wall etc.) within the immediate area. The purpose and intention of a 

Human-Robot Interaction (HRI) are separately defined as the Context of an 

HRI or more simply Context. In general, whenever the context of an 

interaction between a human and a robot is referred, this should be taken as 

referring to the robot context of an HRI. The robot context normally refers to 

the current context, which is normally the task which the robot is currently 

carrying out (e.g. fetching, carrying, navigating, verbal communication, 

physical interaction etc.). In this thesis, the term scenario is used to 

encompass both the context and situation of a HRI. Figure 2.1 illustrates 

how the robot’s view of a particular context will always be limited by what is 

accessible to its sensors and perceptual abilities. Some aspects of individual 

human technological limitations, or specifically by design choices, 

limitations and human preferences. Therefore only a limited perception of 

the overall (human centered) context will be apparent to the robot at any 

time. Humans may either be performing a task, or any number of non-task 
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based or other activities. Many aspects of these are not accessible or even 

perceived by the robot. For a domestic or service robot there is no real 

distinction between an activity and a task, as (currently) service robots only 

undertake activities in order to accomplish tasks. Therefore each robot 

activity can be considered to be a (sub-) task. 

    

Figure 2.1: The robot's perception of human contexts, tasks and activities (shaded) 

will always be limited 

2.3  Taxonomies of HRI 

Human-robot interaction studies are closely related with human-computer 

interaction, as most modern robotic systems employ hardware and software 

components used in other common computing systems. However, the 

peculiarity of human-robot interaction, in comparison to other areas of 

human-computer interaction, is that the robot interacts with the world and 

is in physical contact with the human operator. Human-computer 

interaction primarily deals with user interface technologies, such as 
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keyboard and mouse input devices and visual/auditory interfaces, which 

human operators use. However, this physical interaction is confined to input 

and output activities used to support the completion of computer-based 

tasks. In comparison with virtual world-based personal computers, robots 

exist in the real world. This actual physical existence creates potential 

problems with safety, as well as physical constraints created by human 

bodies. The sensory and motor abilities of humans, as well as their 

limitations, pose a greater challenge for human-robot interaction than in 

other human-computer interaction areas. These challenges become even 

more apparent when robots are developed for users with sensory and/or 

motor impairments. Various types of robots exist, making human 

interaction with these robots a variable problem. Thus, it would be useful to 

produce some form of taxonomy to compare existing and future applications 

of human-robot interaction within a unified frame of reference. Yanco and 

Drury [22] compiled various attempts of creating taxonomies of human-robot 

interaction, based on the studies performed to date. Among the various 

views of human-robot interaction, the present work employs the dimensions 

shown in Table 2.1 to characterize a specific application of human-robot 

interaction. The mobile museum guide robot to be used in this thesis 

research can be defined as a semi autonomous mobile museum guide service 

robot with the aforementioned dimensions.

2.4  Types of Robot 

In HRI, three types of robot are used: Mechanoid, Humanoid and Android 

robot. The definitions of Mechanoid and Humanoid robots used here are 

based on the definitions for animated agents adopted by [23] and for 

Android robots from [24]:  
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Mechanoid - a robot which is relatively machine-like in appearance. In both 

live and video based HRI trials described in this thesis, a robot described as 

mechanoid will have no overtly human-like features. 

 

Humanoid - a robot which does not have a realistic human-like appearance 

and is readily perceived as a robot by human interactants. However, it will 

possess some human-like features, which are usually stylised, simplified or 

cartoon-like versions of the human equivalents, including some or all of the 

following: a head, facial features, eyes, ears, eyebrows, arms, hands, legs. It 

may have wheels for locomotion or use legs for walking. 

 

                Table 2.1: Dimensions of robot taxonomies 

 

Dimensions Components Examples 

Application 

areas 

Industrial 

robots 

 

Service robots 

Assembly and transport robots 

 

Home/ office service robots, 

rehabilitation/healthcare 

robots, museum guide robot 

Autonomy Fully 

autonomous 

 

Semi 

autonomous 

 

Non-

autonomous 

Humanoid robots with ideal 

artificial intelligence. 

Most currently available 

robots. 

 

Tele-operated robots 

Mobility Mobile robots 

 

Stationary 

robots 

Robots on vehicles (e.g., Mars 

Exploration Rover), walking 

robots. 

Fixed manipulators (e.g., 

MANUS arm, stationary 

assembly robots) 

 

Android - a robot which exhibits appearance (and behavior) which is as close 

to a real human appearance as technically possible. The eventual aim is to 
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create a robot which is perceived as fully human by humans, though the best 

that can be achieved currently is for a few seconds under carefully staged 

circumstances. The main scientific purpose of current android robots is 

usually to investigate interaction and social aspects of human cognition, 

rather than for use as domestic or servant robots [25]. 

In this dissertation, a humanoid robot Robovie 3 is used as a mobile 

museum guide robot. 

2.5  Related Robotic Works 

The overall goal of this research is to robotic system for a mobile museum 

guide that is capable to create and control spatial formation properly with 

the multiple visitors in different situation. As such, this thesis draws on 

work from many fields, including different guide robots, human-robot 

interaction, and spatial formation. In this chapter the most relevant 

research is presented in the field of HRI. 

2.5.1  Guide Robot Overview 

The idea of enhancing the museum experience by the use of robots has been 

pursued by several research groups. There is growing interest among 

robotics researchers in facilitating the experience of multiparty visitors in 

museum. There are mainly three fields of study concerning museum guide 

robots. The first one consists of studies focusing on the robot’s autonomous 

movement. The second and third one consists of studies focusing on verbal 

and non-verbal communication with the guide robot. The literature survey 

below encompasses a review of related work from all three fields, with a 

focus on the social contexts. 
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2.5.1.1  Autonomous Movement of Robots 

There have been several museum guide robot projects based on robot’s 

autonomous movement [26, 27, 28]. Faber et al. gave emphasis on 

mechanical and electrical details to develop their mobile humanoid tour 

guide robot Robotinho [29]. Wheeled robots have been deployed as museum 

tour guides or on large fairs [30, 31, 32, 33]. They mainly focused on the 

autonomy of the (non-humanoid) robots and did not emphasize the 

interaction part so much; we want to build a robot that behaves human-like 

during the interaction. Recently, Shiomi et al. studied if tour guiding robots 

should drive forward or backward, facing the visitors, during navigation to 

keep them interested in the tour [34]. ROBITA turns its head towards the 

person to whom it addresses [35]. This robot also moves its head towards the 

person when the person starts talking to the robot. Yet, while very 

informative, such development is not been based detailed observations of 

human-human interaction.  

The tracking of persons using laser-range sensors and cameras has been 

investigated, e.g. by Cui et al. [36], Schulz [37], and Spinello et al. [38]. 

Some teleoperated robots are being developed as a prototype of autonomous 

robots, known as the WOZ (Wizard of OZ) approach [39, 40]. Topp et al. also 

address the dynamic, joint movement of a robot and its user [41]. Yoda and 

Shiota take the need for safety in passing a human in a hallway as 

motivation to develop control strategies for the robot to adhere [42]. Three 

types of encounters were anticipated as test cases for their control algorithm, 

i.e. a standing, a walking, and a running person. Though all these 

researches concentrate on the autonomous capability of the robot, very few 

analyzed the interaction part between human and robot. 
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2.5.1.2  Verbal Communication with the Visitors 

Recently, museum guides have been using questions that promote 

conversation and interaction, and likely draw visitors’ attention and 

interaction. Focusing on this trend, we have found that guides engage in 

various strategies being posing questions visitors. More specifically, when 

asking a question to multiple visitors, the guide distributes his or her gaze 

before posing a question. There is an interest on the relationship between 

gaze and questions in multiparty interaction within the field of conversation 

analysis. For instance, Sacks et al. pointed out that one technique for 

selecting the next speaker is to pose a question to the intended next speaker 

[43]. This may include gazing towards him or her. Lerner points out that 

there is some limitation in assigning gaze to selecting a next speaker. He 

observes that the function of gaze as selecting a next speaker works when 

the recipient is aware of the gaze [44]. 

McNeill described two types of cues used for sharing attention: implicit 

and explicit cue [45]. Explicit cues are those also known as “deictic” 

references. Examples of these references are gaze and pointing behavior 

accompanied by verbal references. Robots have also used deictic gestures to 

draw others’ attention to information in the environment [46]. Spexard et al. 

presented integration of a localization and mapping system with a spoken 

dialog system for a joint attention during a tutoring situation. In this 

research, their robot recognizes “where” and “what” in a room based on 

partner’s explicit dialog input and robot‘s current position [47]. 

Lang et al. apply an attention system in which only the person that is 

currently speaking is the person of interest [48]. Okuno et al. also follow the 

strategy to focus the attention on the person who is speaking [49]. They 

apply two different modes. In the first mode, the robot always turns to a new 

speaker, and in the second mode, the robot keeps its attention exclusively on 
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one conversational partner. The system developed by Matsusaka et al. is 

able to determine the one who is being addressed to in the conversation [50]. 

The model developed by Thorisson focuses on turn taking in one-to-one 

conversations [51]. Nakadai et al. developed a robot that tracks a speaking 

person [52]. While all these researches are impressive, so far very few 

studies have revealed how a guide robot should create spatial formation 

with multiple visitors in different situations. 

2.5.1.3  Non-verbal Communication with the Visitors 

It is assumed that social robots may engage in “natural” interaction with 

humans, i.e., interaction in the same way as humans do with other humans. 

The use of human-like body properties for robots has been studied for 

providing greater naturalness in the interaction. Often, studies have focused 

on the interaction after robots meet people. Matthies et al. [53] developed a 

robotic system for museum that incorporates body language, gesture, and 

facial expression. Shiomi et al. studied the group attention control (GAC) 

system that enables a communication robot to simultaneously interact with 

many people [54].  

Much research has already been conducted in the area of non-verbal 

communication between a robot and a human, such as facial expression, eye-

gaze, and gesture commands [55, 56, 57, 58, 59]. However, only little 

research has been done in the area of developing a robotic system that is 

able to interact with multiple persons appropriately. Bischoff and Graefe 

[60] presented a robotic system with a humanoid torso that is able to 

interact with people using its arms. Kuzuoka et al. and Scassellati et al. 

studied on the use of pointing gestures [61, 62]. Three kinds of nonverbal 

communicational, body movement behaviors to be observed in face-to-face 

encounters were differentiated by Scheflen and Scheflen [63]. As for the gaze 
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and head orientations, although they are considered to relate to subordinate 

involvement, it is known that they play significant roles in communication 

[64]. Therefore, various studies have investigated the effect of gaze and head 

orientation on social interaction between a human and a robot [65, 66]. 

Breazeal showed that the robot’s eye movement is the most relevant cue in 

determining if a person could successfully direct its attention to a certain 

object [67]. Mutlu et al. showed that head orientation (gaze) is an important 

cue for a subject to determine his/her role among addressee, bystander, and 

overhearer [68]. Sidner et al. [6, 69, 70] developed a penguin robot and 

examined how users responded to the robot under two conditions, both 

within the context of the robot explaining an exhibit: 1) the robot 

continuously gazes towards the visitor/user, 2) the robot moves its head and 

arms occasionally during the explanation. Under the second condition, user 

attention increased, as users responded to the robot’s head movement and 

gaze direction by changing their own gaze and head direction. Breazeal 

focused on emotion, and the results suggest the importance of nonverbal 

interaction between humans and robots [71]. Several (non humanoid) 

museum tour-guide robots that make use of facial expressions to show 

emotions have already been developed. Schulte et al. used four basic moods 

for a museum tour-guide robot to show the robot's emotional state during 

traveling [72]. Mayor et al. used a face with two eyes, eyelids and eyebrows 

(but no mouth) to express the robot's mood using seven basic expressions 

[73]. Bennewitz et al. have proposed a robot that chooses a person among 

multiple visitors by considering their positions and frequency of speech 

obtained through facial image processing, and then turns its gaze toward 

him or her [4]. 

Previous research in human-robot interaction has looked at aspects of 

joint-attention [74]. Joint-attention between people is established by 

directing gaze toward an object, which is understood by others who respond 
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to it by shifting their attention toward the same object. These implicit cues 

have been the focus of research in joint attention in robotics (e.g. [75, 76, 

77]). Breazeal et al. suggested that implicit cues are particularly important 

in communicating internal states and can significantly improve human-

robot interaction [65]. 

In another study, the research led by Wang [78] considered user 

evaluation of a humanoid robot head movement. Their experiment consisted 

of four variations of head movement: motionless head, smooth tracking head, 

tracking head without smooth movements, and avoidance behavior. The 

users evaluated the latter two as “enjoyable.” In another study, Also, Shiomi 

et al. [79] have conducted a longitudinal study on human-robot interaction 

at Science Museum. These studies, however, did not report on the spatial 

relationship between guide robot and the visitors. Kuno et al. showed that a 

robot can move its head communicatively during explanation [80, 81]. 

Yamazaki et al. examined how human participants non-verbally respond to 

a robot when the robot’s head turns and gaze are coordinated to its talk at 

transition-relevant instances (TRPs) [82]. Moreover, Yamazaki et al. 

discussed the effectiveness of the guide robot-initiated questions. When 

robot posed questions toward the visitor during its talk, it was able to draw 

the visitors’ attention and elicit a positive response [83]. In all their research, 

however, they considered only situations that occur after the robot starts its 

explanation. They assumed that the visitors were already in the proper 

position to enjoy the explanation. However, guide robots need to bring about 

such situations in order to really work as guides effectively. This research, 

therefore, is concerned with the issue of creating spatial formation properly 

by the guide robot in different situation before start its explanation. 

Researchers also studied the phenomenon of engagement. Engagement is 

a situation where people listen carefully to an interlocutor’s conversation. A 

model has been developed for robots’ gaze behavior [6] as well as people’s 
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gaze behavior for recognizing the engagement state [84, 85]. The major 

difference between the initiation of interaction and engagement is that the 

latter addresses a phenomenon occurring after people and robots have 

established a common belief that they share the conversation. In contrast, 

the phenomenon of initiation of interaction, which this research addresses, 

concerns the situation before or just at the moment that they establish the 

common belief that they are sharing a conversation. In this dissertation, we 

proposed a model that precisely describes the constraints and expected 

behaviors for the phase of initiation of interaction. 

2.5.2  Position-Based Interaction Overview 

In order to support visitor’s multiparty experience, museum guide robots 

should be able to create spatial formation and attract visitor’s attention at 

the beginning of explanation as an expert human guide does. We have 

limited conceptual tools for thinking about how the physical aspects of a 

setting influence interactions between people. One promising framework is 

Kendon’s F-formation system of spatial organization [13]. Kendon suggested 

that when people shift attention, they move their gaze. If they continue to 

attend to their new focus of attention, they re-orient their body orientation 

and form a space where people’s attention focus together. As Kendon’s study 

suggested, position and body orientation are used for sharing continuous 

and prolonged attention, while gaze and pointing are used to communicate 

instant attention. 

Detailed analyses are beginning to emerge of how people interact around 

particular shareable technologies in public spaces, such as interactive walls 

[86 ,87] and multi touch tabletops [88, 89]. F-formations are already known 

to researchers in human-robot interaction (HRI), having been discussed in 
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relation to distributed technologies such as virtual environments [90] and 

video conferencing [91]. However, for the purposes of this research, studies 

that have used spatial formations in the analysis of co-located interactions 

by people around technology are more pertinent. In their analysis of how 

children build physical programs with the AlgoBlock system, Suzuki and 

Kato [92] described how periods of collaborative working were negotiated by 

children through standing up and bringing their transactional segments into 

alignment, whereas when they wished to watch the consequences of running 

a program, they would turn away from each other and sit down facing the 

screen. Hornecker [93] has been influenced by Kendon and by Suzuki and 

Kato in developing her concept of embodied constraints, which suggests that 

people can be encouraged to collaborate or not through material, hardware 

and software constraints and affordances. However, the details of what 

these constraints and affordances might be in particular situations remains 

to be worked out. Morrison and colleagues [94] have carried out perhaps the 

most empirically-grounded study of the impact of a technological 

intervention on the structure of F-formations in their comparison of hospital 

ward rounds carried out before and after the introduction of electronic 

patient records. 

There has not been significant work concerning controlling the position of 

people by robots during interaction with them. E.T. Hall [14, 15] suggests 

that the area around an individual can be divided into zones depending on 

the nature of their current interaction. Argyle and Dean found that eye-

contact is a “component of intimacy” and interrelates with physical 

proximity between two people, e.g., “reducing eye-contact makes greater 

proximity possible and the greater proximity reduces eye-contact” [95]. 

These studies have influenced various HRI studies. Brooks and Arkin 

controlled the distance between a humanoid robot and people depending on 

the emotional factors of the robot [96]. Walters investigated the effect of the 
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appearance, behavior, task content, and situation of a robot on the distance 

between people and the robot [97]. 

A number of studies looked at trajectories of robot movement that keep a 

comfortable distance from people. Scheflen [98] proposes micro-territories 

called “spots,” “cubits,”“k-spaces,” “locations,” and “modules” to characterize 

units of space that generally determine common distances in face-to-face 

interaction, dimensions of furniture, seating configurations, and room 

layouts. The distances involved here are highly dependent on the 

dimensions of the human body, suggesting that the size of a socially 

interactive robot should be taken into account when anticipating the spatial 

factors that will affect its interactions. The robot Kismet [99] implicitly used 

an interactor’s spatial configuration in a set of reactive behaviors. These 

behaviors included seeking, avoiding, calling, and greeting people based on 

the distance, speed, and sound of interactors. Sisbot et al. developed a path-

planning algorithm that takes into account people’s positions and 

orientations in order not to disturb them [100]. Walters et al. studied about 

the distance that it keeps while talking to people [101] affected their levels 

of comfort. Tasaki et al. developed a robot that chooses a target person based 

on people’s distance [102]. Gockley et al. found that following the direction of 

a person (instead of the person’s trajectory) is a good way for a robot to 

follow a person [103] and create feelings of “being together”. Kahn et al. 

suggested the importance of aligning one’s physical movements with others, 

which people often exhibit when walking together [104]. 

Birdwhistell [105] believed that behavior of posture or bodily movements 

in relation to social and communicational processes can be understood and 

interpreted as an external visible and observable code which maintains and 

regulates relationships between humans. Goffman [106] proposed that 

elements of interactions can be studied to gain an in situ natural 

understanding of events that happen in encounters when people 
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continuously exchange signals of behavior. This would aid the 

understanding of how “people routinely achieve order in their interactions 

with one another”. 

Michalowski et al. revealed the relation between the robot’s environment 

and the state of the person’s participation in the interaction [107]. 

Hüttenrauch et al. found that people follow the F-formation in their 

interactions with robots [16]. Although their observations revealed that 

humans establish an O-space towards a robot, they did not study how a 

robot should establish its spatial relationships. Kuzuoka et al. studied the 

effect of body orientation and gaze in controlling the F-formation [108]. 

However, they only considered the change in orientation of a robot’s lower 

body part to reconfigure an F-formation, and their robot can interact with 

only one person at a time. There are other key factors left unexamined that 

can nevertheless play important roles in the establishment of an appropriate 

spatial formation. Yamaoka et al. focused on positions and body orientations 

when implementing their information presenting robot, but their robot 

interacted with only one person [17]. In contrast, our proposed guide robot is 

capable to interact with multiple visitors. Nakauchi and Simmons [18] 

present another approach by first collecting empirically data on how people 

stand in line. They use these data then to model a set of behaviors for a 

robot that needs to get into, wait and advance in a queue for being serviced 

along with other people there. Butler and Agah [109] varied a robot’s 

movement behaviors and evaluated in a user study how robot speed and 

robot distance were perceived by users. Using Hall’s interpersonal distances 

as defining the interaction, Pacchierotti et al [110] devised an algorithm 

that allows robots to pass people in hallways. Koay et al. investigated 

participant preferences for a robot’s approach distance with respect to its 

approach direction and appearance. Their results show that participant 
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preferences change over time as they habituate to the robot [111]. However, 

no interactive task between the robot and the user was administered.

2.6  Social Spaces 

E.T. Hall [14, 15] developed a conceptual framework known as “proxemics” 

that is concerned with human perception and use of space. Hall observed 

that human social spatial distances varies by the degree of familiarity 

between interacting humans and the number of interactors. Where 

interactions took place between individual humans, who were familiar with 

each other and in a private situation, the distances taken relative to each 

other by the interactors tended to be smaller, and where the encounter was 

in a more public situation, with larger groups or less familiar individuals, 

the distances taken between interactors tended to be larger. He proposed a 

basic classification of distances between individuals (Table 2.2). Figure 2.2 

shows four spaces during human-human interaction. 

Burgoon & Jones [112] in their review of proxemic research, categories the 

factors which affect human proximity as external or Environmental factors 

of an encounter (location, crowded, boundaries, territory, etc.), internal or 

interactant factors (status, age, friendship, gender, etc.) and the Nature of 

the interaction. This last category includes the purpose, intention and state 

(e.g. ignoring, talking, passing, angry, happy etc.) of those interacting, and 

also includes manipulations of the proxemic distance to accomplish subtle 

aims (dominate, reward, punish, ingratiate, etc.).  Gillespie & Leffler [113] 

have reviewed many of the published studies into human-human proxemics 

and have concluded that most of the observed variation in social distances 

between communicating humans can be accounted for by the relative status 

of the interactants. In general, the higher the relative status of one of the 
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people in an interaction, the more distance other relatively low status 

individuals will keep from them. One the other hand, relatively high status 

individuals will not respect the social spaces of other lower status 

individuals to the same degree. 

 

       Table 2.2: Human-human space zones 

 

 

 

 

 

 

 

 

 

 

Figure 2.2:  Proxemic space classification 

Space Range Situation 

Intimate space 0-50cm unmistakable involvement with 

another body (lover or close 

friend) 

Personal space 50cm-120cm comfortable separation, 

interaction with friends 

Social space 120cm-350cm reduced involvement, 

interaction with non-friends 

Public space >350cm outside circle of meaningful 

involvement, public speaking 
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Increasing distance naturally results in degraded thermal, olfactory, visual, 

and aural sensations between interactors. Voice volume increases with 

distance between individuals, while intimacy of conversational content 

decreases to a public nature. It might be postulated that the most co-present 

HRI exchanges and reciprocal adaptations between a human and a robot 

will happen in the social and the personal spaces. The public space is of 

interest as this seems like an appropriate distance to perhaps try to signal 

that an exchange can or is about to happen. The social and the personal 

spaces seem appropriate in theory to facilitate both the communication and 

the exchange of goods (for example the manipulation with a robotic arm). 

The intimate space seems to be better suited for exchanges with, e.g. mental 

commit robots like the seal-robot Paro [114], where touch is an intended 

interaction modality, resulting in the system giving off heat that can be felt. 

Specific distances between interactors actually vary by culture, gender, 

status, age, familiarity, relationship, pose, etc. [115]. Proxemics is an 

important aspect of human-robot social interaction as well, primarily due to 

the physical embodiment of robots, and also because there was evidence 

from virtual environments and existing HRI research indicating that 

humans respected personal space with regard to robots. Walters et al. [116, 

40] have found that these spaces are generally applicable to human-robot 

interaction. Among them, the setting of personal space (PS) and social space 

(SP) could be the main issue of creating spatial formation. 

2.7  What is Spatial Formation? 

People often group themselves into clusters, lines, or circles, or into various 

other kinds of patterns. These patterns may be highly fluid or they may be 

relatively sustained. When such a pattern is sustained it will be referred as 

formation.  Spatial formation is one kind of formation. According to kendon 
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[13], “A spatial formation arises whenever two or more people sustain a 

spatial and orientational relationship in which the space between them is 

one to which they have equal, direct, and exclusive access” (Figure 2.3).  

Such a pattern can be seen in the circle of the free-standing conversational 

group. Here the participants stand so that they all face inwards to a small 

space which they cooperate together to sustain and which is not easily 

accessible to others who may be in the vicinity. This kind of spatial 

formation is also known as F-formation (or facing formation [117]).  

 

 

 

 

 

 

 

 

 

                                            Figure 2.3:  Spatial formation 

 

People generally organize themselves in F-formations so they can have a 

platform for their collaborative activity. In doing so there are some practical 

geometrical constraints. Goffman said, “When people enter into a interaction, 

they tend to place themselves in a spatial-orientational arrangement such 

that each is facing inward around a space to which each has immediate 

access” [118]. By establishing such a little “knot” or huddle, the participants 

have at their exclusive disposal a domain or arena where their 

communicative transactions can be conducted. Such spatial-orientational 

arrangements arise because they create the conditions within which 

participants can effectively exchange the glances, gestures, and words out of 

which conversations are constructed. 
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Activity is always located. A person doing something always does it 

somewhere and his/her doing always entails a relationship to the space 

which has in it the objects or people with which the doing is concerned. We 

may imagine, thus, a space extending in front a person which is the space 

s/he is currently using in whatever his/her current activity may be. This 

space will be referred to as the individual’s transactional segment 

(         Figure 2.4). It is the space into which he looks and speaks. The size of 

this space can vary depending upon the activity in which they are engaged. 

The location and orientation of the transactional segment is limited by how 

the individual places his body, how he orients it and his limbs. When two or 

more persons come to do something together, they are liable to arrange 

themselves in such a way that their individual transactional segments 

overlap to create joint transactional segment (         Figure 2.4 (b)). In          

Figure 2.4(b) two persons create a joint transactional segment (strip region) 

by overlapping their own transactional segment. This joint transactional 

space, which is the space between the interactants over which they agree to 

maintain joint jurisdiction and control, will be called an o-space 

(         Figure 2.4(b)). Whenever such an o-space is created we have a spatial 

formation. Kendon claims that the orientation of the lower portion of the 

body is dominant in forming an o-space, compared to the effect of the upper 

body segments such as the head or upper part of the body below the neck 

(hereafter, called the upper body). On the basis of this claim, Schegloff 

proposed the concept of “body torque” which means “different or diverging 

orientations of the body segments above and below two major points of 

articulation--the waist and the neck” [119]. Schegloff claimed that the 

orientation of the lower part of the body relates to “dominant involvement” 

of the person, and the orientation of the shoulders and face relates to 

“subordinate involvement”. 
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         Figure 2.4:  (a) Transactional segment and (b) Joint transactional segment 

2.7.1  Domains of Spatial formation 

Kendon suggested in his observations of a spatial formation systems that 

people generated three concentric rings or spatial domains [120, 121] 

(Figure 2.5). The innermost space, the o-space, is created by an overlap of 

the participants’ transactional segments. It is the space into which people 

project their voices and gazes. In other words, it is a small scale 

interactional area where overt and explicit actions are located so that 

everybody within the circle of participants can have an easy and direct 

access to the ongoing exchange. The second spatial domain, the so called p-

space [120, 122], which can be seen in every spatial formation, is a narrow 

zone where the bodies and personal belongings of people interlocked in 

spatial formation are placed. The third zone of space intimately associated 

with the occurrence of spatial formation is thought to be less clearly defined 

than the o- or p-spaces. Called the r-space, it stretches behind the backs of 

the spatial formation participants and envelopes the whole encounter in 

such a way that people inside it are bound into a clear-cut participation unit 

that is distinct from the rest of the environment. The concept for an r-space 

comes from observations of the behavior of outsiders. As we saw, when an 

outsider is going to become a member of an existing system, he approaches 
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the system but stops a little distance away, before being invited in by the 

current participants.  

 

 

 

 

 

 

 

 

 

Figure 2.5: Domains of spatial formation 

2.7.2  Category of Spatial formation 

McNeill categorized the spatial formation into two types: social and 

instrumental [123, 124] (Figure 2.6). A social spatial formation consists of 

only people and is identical to Kendon’s original definition. On the other 

hand, an instrumental spatial formation includes a physical object as an 

element, upon which participants normally gaze. This paper is concerned 

with the instrumental spatial formation since this is relevant to a museum. 

 

 

 

 

 

 

 

Figure 2.6: Types of spatial formation. (a) Social and (b) Instrumental 
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2.7.3  Shapes of Spatial Formation 

Kendon showed in addition that some joint activities and spatial 

interactions are supported by certain spatial formation system 

arrangements, and thus often are encountered in prototypical situations. In 

a circular arrangement, three participants normally face to a common space 

and applicable for free-standing groups of three or more (Figure 2.7(a)). In 

the Vis-à-vis arrangement (Figure 2.7(b)) two participants normally face one 

another directly; a L-Shape arrangement in which two contributors are 

positioned so that the frontal surfaces of their bodies fall on the two arms of 

an ‘L’ (Figure 2.7(c)) usually indicates a joint system in which something is 

shared in the o-space, e.g. an object of interest. As a last arrangement 

Kendon mentions the Side-by-side configuration (Figure 2.7(d)) where the 

two participants are standing closely together and face the same way. This 

arrangement is said to occur often in situations where both interactors are 

facing an outer edge, e.g. given externally by the environment in the form of 

a table, a wall, a kitchen sink, or similar. For HRI it is important to notice 

that all spatial formation arrangements support a triadic relationship 

between the two interactors and an object of shared interest.  

 

 

 

 

Figure 2.7: Spatial formation arrangement. (a) Circular arrangement, (b) Vis-à-vis 

arrangement, (c) L-shape arrangement, and (d) Side-by-side arrangement 
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2.8  Guide-Visitors Interaction in Museum 

We worked on developing a museum guide robot through the following 

procedures. We analyzed some video footage recorded at the National 

Japanese American Museum in Los Angeles in order to find out how expert 

human guides explain the exhibit/s towards multiple visitors. We analyzed 

these data from the perspective of creation of spatial formation. We are 

especially interested in how museum guide create spatial formation with the 

visitors. The videos record human guides performing part of their normal 

work explaining exhibits to a small group of visitors. From our analysis it 

emerges that there are ways that guides systematically present 

explanations to multiple visitors. We then develop a museum guide robot 

that can create spatial formation with the visitors in different situation. 

Transcript (1) and Figure 2.8 convey a typical fragment of such human guide 

behavior at the museum. 

In transcript (1), MG moves to another exhibit (Figure 2.8(a)). After 

arriving near the exhibit, MG clears his throat in the second line. “Clearing 

throat” is one way of indicating that he is waiting for the visitors to come to 

the exhibit. In line 3, MG employs a pause of 5.0 seconds. By this time the 

visitors are following MG (Figure 2.8(b) and Figure 2.8(c)). At the 5th line, 

MG deploys “restart” and a “pause” of 0.2 seconds while asking an 

involvement question to the visitors (“Have you all heard of picture brides?”). 

At line 7, some visitors move their heads vertically in response to MG’s 

question.  From lines 9-12, V1, V2, and V3 offer verbal responses to MG’s 

question. In lines 13 and 14, MG asks the visitors to come closer (Figure 

2.8(d)), an indication that they should form a proper F-formation (Figure 

2.8(e)). 
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Transcript (1) (Picture bride) 

Data: Collected at National Japanese American Museum 

MG: Guide, V1,V2, V3: Visitors 
1           MG:   Okay, let’s come over here ((Guide moves to       

another exhibit)) 

2           MG:   ((clears his throat)) 

3           (5.0) ((people follow MG)) 

4           MG:   Okay, so you: ah: heard of uh picture bri::des? 

5                     <Have you all heard picture bri:des? (0.2) 

6           See the picture up the::re, those are picture  

bri::des. 

7           (2.0) ((some people move their heads vertically)) 

8            MG:  You all heard of- you never heard of picture        

bri::des, 

9             V1:   No:::,= 

10           V2:   =(Not me.) 

11           (0.8) 

12           V3:   [Uh-huh. 

13          MG:   [Or if you wanna come closer this way so that  

14            other (.) people could leave uh: on the other side.s 

Symbols Used in the Transcript 

(( )) Vocalizations which are difficult to convey in text 

(5.0) (2.0) 

(0.8) (0.2) 

Pauses are timed in seconds and inserted within 

parentheses 

, Slight rising tone 

: Stretched sound 

< Speeding up the pace of delivery 

? Final rising tone which may(or may not) indicate a 

question 

- Short untimed pause within an utterance 

= Overlap 

(did) Guess at unclear word 

[ Simultaneous utterances 

. Stopping fall in tone, with some sense of completion 
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Figure 2.8:  Human guide and visitors’ interaction at actual museum 

2.9  Chapter Summary 

In this chapter, we presented several aspects of research that we performed 

prior to developing the spatial formation model for a mobile museum guide 

robot (which is described in detail in the next chapter). From the 

background studies and analysis of various recorded video footage of guide-

visitor interaction in a museum, we can derive the following interaction 

patterns for designing a mobile museum guide robot: 

1) Museum guide Robots should have the capability to establish a proper 

spatial formation with the visitors before start its explanation. 

2) Robots should attract visitor’s attention at the beginning of 

explanation. 

 

 

(a) Guide moves to

another exhibit

(b) Visitors follow guide (c) A visitor moves to

her appropriate position

(e) F-formation is formed(d) Guide asks visitors to

come closer

V3 V2 V1
MG

Spatial formation
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3) Guide robots should identify interested bystanders around itself and 

invite them into ongoing explanation and thus reconfigure spatial 

formation again. 

4) Guide robots should reconfigure spatial formation while explaining 

multiple exhibits collectively. 

5) Guide robots should create spatial formation during initiation of 

interaction with the visitor’s by judging their behaviors. 

The next four chapters will describe a series of empirical studied that are 

contextualized in and motivated by our objective to design a mobile museum 

guide robot that is capable to create and control spatial formation with the 

visitors. The next chapter will describe the detail constraints to create 

spatial formation and a model will be presented to establish spatial 

formation at the beginning of explanation by museum guide robot. 
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Chapter 3 

 A Empirical Framework to Create 

Spatial Formation by Guide Robot 

Humans are trained in social norms, taught to the young members of a 

social group [125]. For robot interaction behavior it remains an open 

question which social norms will be established over time. Equally 

undeveloped are social norms and rules that robots should know and act 

upon in posture and positioning. Such behaviors in communicative and 

interactional encounters that are interpreted as orderly are said to be 

socially appropriate [13], i.e. they are characterized by being perceived as 

ordered affairs that go mostly unnoticed and are handled without 

consciously reflecting about them. From studies in contexts such as 

museums, a rich descriptive picture is emerging of how people find out how 

to use technologies by watching those nearby and create engagement and 

participation through per formative interaction [126], but also how the 

current generation of museum interactive has tended to priorities 

constrained interactions and individual use [127]. Brignull and Rogers [128] 

noted how physical aspects of the environment could influence the likelihood 

of people engaging with a large display at an event in a public space. They 
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suggest for example, placing a display in a location with a constant flow of 

people. They also discuss how other people can create social affordances 

within a space: the so called ‘honey pot’ effect. Hornecker has described how 

interactive museum exhibits can index into the surrounding context [129]. 

While this research is impressive, so far very few studies have revealed how 

a robot should behave to initiate interaction with multiple visitors before 

starting its explanation. 

3.1  Guide Robot System 

The purpose of our research is to develop a spatial formation model for 

mobile museum guide robots that can create and control spatial formation 

with the visitors in different situations. Thus, for serving our purpose, we 

have developed a robotic system that can establish spatial formation with 

the visitors. In the following sections, we discuss the architecture of our 

robotic systems and its behaviors. 

3.1.1  System Overview 

Yonezawa et al. [130] have developed a vision system that can detect 

multiple visitors’ gaze directions simultaneously and they presented a robot 

with a system that deploys appropriate speech and actions depending on the 

gaze direction of people looking at an advertisement. Although these studies 

pertain to robots interacting with multiple visitors through speech and 

action, they are not based on analysis of actual human guides and visitors in 

interaction. Based on our findings from the interaction of human guide and 

visitors, we developed a museum guide robot system utilizing a humanoid 
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robot Robovie-R Ver.3 (Vstone), which is a research platform for human-

robot communication (Figure 3.1).  

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1: (a) Robovie 3 and (b) Properties of Robovie 3 

3.1.1.1   Hardware Configuration 

The robot can move via wheels installed on the bottom, and can move its 

head and arms by controlling its joints. Its head, which incorporates eye 

cameras and an ear microphone, moves along three axes (Yaw, Roll and 

Pitch) like a human head. Our system utilizes two general-purpose PCs, 

connected by a wired network in the current implementation. In our vision 

system we incorporate one omni-directional camera and two laser range 

sensors (URG-04LX by Hokuyo Electric Machinery) (Figure 3.2). Omni-

directional camera is attached to a pole installed on the back of the robot, 

and can detect and track visitor’s faces and their face direction. 

 

 

 

 

 

Parameter Specification

Size 108cm x 50cm x 52cm

Weight 35kg

DOF 17 (Eyes:2, Neck:3, 

Arms:4x2, Base:2 wheels)

Servo Motors VS-SV1150x7, VS-

SV3310Jx4, MICRO STD/Fx4

Motor Maxon Brushless Motorx2

Sub CPU board VSRC003HV (ARM7 

60MHz)

I/O Touch sensorx11, USB 

Camerax2, Mono 

microphonex2, speakerx1.

Battery 12V 28Ah

(a) (b)
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Figure 3.2: Vision system 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3: Tracking of ellipse marker and human 

 

The two laser range sensors are attached to another long pole which is kept 

at a fixed position just in front of the experimental area. We also attached 

an ellipsoid marker to the robot’s body, and put one of the two laser range 

sensors at the marker’s height on the long pole. This laser range sensor 

detects the ellipsoidal marker to obtain the position and orientation of the 
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robot, while the other laser range sensor is used to track the position and 

body orientation of the visitors (Figure 3.3). The overall system overview is 

shown in Figure 3.4.   

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4: System Overview 

3.1.1.2   Software Configuration 

Our system consists of four software units:  the face detection and tracking 

unit, the human body tracking unit, the robot position tracking unit, and the 

robot control unit. One of the two PCs runs the robot control program, while 

omni-directional camera and laser range sensors are connected to the other 

PC which runs the face detection and tracking unit, human body tracking 

unit, and robot position tracking unit. The results of the detection and 

tracking are sent to the robot control unit. During its explanation of exhibits, 

the robot performs predetermined bodily non-verbal actions, such as facing 

towards the visitors, gesturing with its hands, and pointing to the exhibits. 
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The timing of these nonverbal behaviors is programmed based on analyzing 

the videotaped interactions between human guides and visitors at the 

museum. 

3.1.2  Tracking Framework 

While several methods for tracking people using laser range sensor have 

been proposed, many of these use laser range sensors distributed in the 

environment, and track only positions of people [131, 36, 27]. In contrast, 

our system can track the position and body orientation of visitors and robot.  

In particular, over the last few years, the particle filter framework is 

reported to be effective for tracking people [132, 133, 134, 135, 136, 137, 138, 

139, 140, 141, 142, 143]. We employ a particle filter frame work [134] to 

track visitors’ positions and the orientation of bodies based on the position 

data captured from the laser range sensor. We also use particle filter 

framework incorporating Ada-Boost-based cascaded classifiers to detect and 

track visitor’s head based on panorama images captured from omni-

directional camera. In the following section, we will describe the details of 

our tracking method based on the particle filter and Ada-Boost-based 

cascaded classifiers. We use the background subtraction technique to detect 

tracking targets. First, we capture the background initial image when no 

one in the room. Then, we find the difference between the background initial 

image and the current laser image to detect tracking targets. 

3.1.2.1  Particle Filtering 

In this section we briefly give an overview of the particle filter framework. 

The particle filter is a Bayesian sequential importance sampling technique, 
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which recursively approximates the posterior distribution using a finite set 

of weighted samples. A set of samples can be used to approximate non-

Gaussian distribution and they are propagated by a state transition model 

for each recursion. It thus allows us to realize robust tracking against 

observation noise and abrupt changes of target’s motion. 

Suppose that a state of a target at time t is denoted by the vector xt , and 

that the observation of camera image at time t is denoted by the vector zt . 

Then all the observations up to time t is Zt = {z1, . . . ,zt}. Assuming the 

Markov process enables us to describe a prior probability P(xt | Zt−1) at time 

t by 

                                                                                                

 

where P(xt−1 | Zt−1) is a posterior probability at time t −1, and P(xt | xt−1) is a 

state transition probability from t −1 to t. Assuming that P(zt | Zt−1) remains 

constant, a posterior probability P(xt | Zt ) at time t is described by 

 

                                                                                                                

 

where P(zt | xt ) is a likelihood and P(xt | Zt−1) is a prior probability at time t. 

Tracking is then achieved by calculating the expectation of posterior 

probability P(xt | Zt ) at each time. 

In the particle filter framework, the probability distribution is approximated 

by a set of samples {  
   

 , . . . ,    
   

}. Each sample   
   

representing a 

hypothesis has the weight   
   

 representing a corresponding discrete 

sampling probability. The hypothesis evaluation, which is also called as the 

sample evaluation, is to compute the weight   
   

 by considering the 

observation likelihood corresponding to the sample   
   

. A set of samples is 

then updated by the following procedures at each time. 
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1. Sampling: 

Select samples {    
    

, . . . ,     
    

} in proportion to weight {    
   

, . . . ,     
   

} 

corresponding to sample {    
   

,, . . . ,     
   

}. 

2. Propagation: 

Propagate samples {    
    

, . . . ,     
    

} with state transition probability P(xt | 

xt−1 =     
    

)t−1) and generate new samples {  
   

 , . . . ,   
   

 } at time t. 

3. Weight computation:  

Compute weights   
   

   P(zt | xt =   
   

 ) corresponding to sample   
   

 by 

evaluating a likelihood through camera images(n = 1,2, . . . ,N). 

3.1.2.2  AdaBoost-based cascade classifier 

Numerous methods for detecting faces in general images have been proposed. 

Among them, the AdaBoost-based face detector using Haar-like features has 

become popular because of its accuracy and robustness against observation 

with low resolution or varying illumination conditions. The AdaBoost-based 

classifier consists of linearly connected weak classifiers. Viola and Jones 

arranged the classifiers in a cascade structure and proposed an efficient 

computation technique for Haar-like features [144]. Though the training of 

AdaBoost-based cascaded classifiers (hereafter referred to in this chapter as 

the ’cascaded classifier’) requires huge amount of time, the cascaded 

classifier rapidly detects a face because most of non-face target regions are 

rejected in an early stage of the cascade. This cascade is effective in the 

evaluation phase even in the particle filter framework. 

In Figure 3.5(a), Hi represents a strong classifier. Each strong classifier 

classifies an input image into a positive or a negative. Only positive images 

are used as the input of the next strong classifier. At each stage, a strong 

classifier is trained to detect almost all face images while rejecting a certain 
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fraction of non-face images. For instance, the classifier at each stage is 

trained to eliminate 50% of the non-face images while falsely eliminating is 

only 0.1% of the face images. After passing 40 stages, we can then expect a 

false alarm rate about 0.540   9.1×10−13 and a hit rate about 0.99940   0.96. 

Thus the face detector detects almost all the face images and rejects almost 

all the non-face images. A strong classifier Hi(x) at each stage of the cascade 

consists of many weak classifiers ht (x) (Figure 3.5(b)). This can be described 

as follows: 

                    

 

   

                                                                                         

where T is the number of weak classifiers and       
    

  
 . We note that    

is an error rate specified in the training phase. Each weak classifier ht(x) 

evaluates a target image region by using Haar-like features. The weak 

classifier performs that the sum of the intensity of pixels located within the 

black rectangles is subtracted from the sum of the intensity of pixels located 

within the white rectangles. The AdaBoost algorithm selects efficient 

features to classify the target image region among a huge variety of features. 

 

 

 

 

Figure 3.5: Cascade classifier 

 

 

 

 

(a) Cascade of classifiers (b) Examples of features 
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3.1.3  Modeling Human as Tracking Target 

The visitor is modeled as shown in Figure 3.6. We assume that the laser 

range sensor is placed horizontally at the visitor’s shoulder level so that the 

contour of the visitor’s shoulder can be observed as part of an ellipse. We 

then use the ellipse as a model to track the position and the direction of the 

visitor’s body. The visitor’s head position and direction are also tracked 

using the omni-directional camera. We use an ellipsoid as a model to track 

the visitor’s head. We assume a coordinate system represented by the X- and 

Y- axes aligned on the ground plane, with the Z-axis representing the 

vertical direction from the ground plane. We assume that visitors walk 

without tilting their heads, and that therefore the orientation of a human 

head can be identified by θ representing the rotation around the Z-axis. 

Thus, the final model of the tracking target is represented by the center 

coordinates of the ellipse [u,v], rotation of the ellipse Φ, center coordinates of 

the ellipsoid [x,y,z] and rotation of the ellipsoid θ. 

 

 

 

 

 

 

   

Figure 3.6: Human model as tracking target 
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(a) Human head model (b) Human body model 
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3.1.4  Likelihood Evaluation 

I will now discuss the evaluation of the samples based on the observations of 

the laser range sensors and the omni-directional camera. 

3.1.4.1  Evaluation Based on Laser Image 

Position data captured with the laser range sensor is mapped onto the 2D 

image plane (what we call a “laser image”) and used for the likelihood 

evaluation of a body. The likelihood evaluations of the samples are based on 

the contour similarity between the model and a visitor’s upper body that is 

partially observed with the laser range sensor. The contour observation 

model is shown in Figure 3.7(a). The likelihood of each sample is evaluated 

as shown in Figure 3.7(b). The likelihood is evaluated from the maximum 

distance between evaluation points and the nearest distance data using: 

       
       

     
 

  
                                                            

 

 

 

 

 

 

 

 

 

Figure 3.7: Likelihood evaluation by laser image 

 

 

 

 

(a) Contour observation model (b) Evaluation based on maximum distance 
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where )(

,

i

lasertw is the likelihood score based on the laser image, and
maxd is the 

maximum distance between evaluation points and the nearest distance data. 

At each time instance, once the distance image is generated from the laser 

image, each distance 
nd is easily obtained. The

d is the variance derived from

nd . 

3.1.4.2  Evaluation Based on Omni-directional Camera Image 

We use the variables )()()( ,, i

t

i

t

i

t zyx and )(i

t  in a sample )(i

ts for evaluating the 

likelihood using AdaBoost-based classifiers [144]. Our human tracking 

system can recognize u,v and Φ (position and orientation of the target 

person in the world coordinate system). Our system can also recognize the 

position and orientation of the robot by using the ellipsoidal marker in the 

world coordinate system. Thus the system can calculate the position and 

orientation of the target person with respect to the robot because the omni-

directional camera is fixed on the pole behind the robot. In other words, we 

can calculate the position and orientation of the target person with respect 

to the omni-directional camera because its position and orientation (external 

parameters of the camera) can be determined when the robot position and 

orientation are localized. (Because the internal parameters are calibrated in 

advance, we can use the same internal parameters through the experiment.) 

Therefore, we can project the position of the target person’s face onto the 

camera images by assuming the parameter z (which means target person’s 

height).  

We evaluate samples by applying the AdaBoost-based classifiers over the 

projected image region and the number of stages passed in the cascade is 

employed as the likelihood of a human head. While an outline evaluation 

procedure is given below, a detailed account of the evaluation method is 
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provided in [145]. Note that we use seven classifiers and that each classifier 

is trained respectively to detect a human head from a particular direction, 

such as front, 900 left, 900 right, and so on. 

1) Project the sample’s variables )()()( ,, i

t

i

t

i

t zyx and )(i

t at time t onto the 

omni-directional camera image and obtain a projected position and 

size of the head. By considering the location and the direction of a 

head, we can also calculate the direction of a human head relative to 

the omni-directional camera )(

,

i

camt . 

2) Extract the square image region corresponding to the head and 

extend it into a normal image based on its position and size. 

3) Resize the extracted image region to obtain an image region )(i

tg (e.g. 

24x24 sizes) as the input of the cascaded classifier. 

4) Select a classifier by considering the direction of a human head 

relative to the omni-directional camera )(

,

i

camt . For example, if we use 

three classifiers such as front, 900 left, 900 right, then the front is 

selected in the case of -450 ≤ )(

,

i

camt ≤ 450, the 900 left is selected in the 

case of 450≤ )(

,

i

camt ≤ 1350, and so on. 

5) Apply the selected classifier to the image region )(i

tg and obtain the 

likelihood score of a human head )(

,

i

camtw . 

Basically, we track multiple target persons by using the particle filter 

independently. When a person is occluded by another person, the system 

terminates the tracking and when the person appears again, the system 

starts tracking again. We use the total likelihood value to decide whether 

the target person is occluded or not. 

An example of tracking is shown in Figure 3.8. The result of human head 

tracking using the omni-directional camera is shown in Figure 3.8(a). The 

system also tracks the human body and the ellipsoidal marker using the 
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particle filter. The lower and upper range sensors in Figure 3.4 are used to 

track human bodies and the ellipsoidal marker on the robot, respectively. 

We use the same tracking technique for tracking both humans and marker.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.8: Example of tracking 

 

 

 

(a) Human head tracking based on particle filter 

(b) Human body tracking using particle filter 

(c) Ellipsoidal marker tracking using particle filter 
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The red ellipses in Figure 3.8(b) and Figure 3.8(c) show the human bodies 

and the ellipsoidal marker tracked by the system, respectively. 

3. 2  Proposed Modeling of Interaction 

3.2.1  Model of Spatial Formation 

The spatial formation arises whenever two or more people sustain a spatial 

relationship in which the space between them is one to which they have 

equal, direct, and exclusive access. The constraints to establish a proper 

spatial formation are as follows: 

Constraint of Proximity: 

 Distance between the robot and the visitors: Ranges from 90 cm to 

120 cm (Figure 3.9(a)).  

 Distance between the robot and the exhibits: About 110 cm, fixed in 

all cases for all exhibits (Figure 3.9(a)). 

Constraint of Visitor’s Face Direction: 

 Visitor’s face direction: Should be towards the robot or the exhibit 

(Figure 3.9(b)). 

Constraint of Body Orientation: 

 Visitor’s body orientation: Should be in the direction between the 

robot and the exhibit (Figure 3.9(c)). 

 Robot’s body orientation: The robot turns its body 300 towards the 

exhibit to explain the exhibit (Figure 3.9(d)). 

Constraint of Robot’s Field of View (FOV): 

 Robot’s field of view (FOV):  All angles between the robot’s body 

orientation and each vector from the robot to each visitor should not 
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be over 75 degrees (Figure 3.9(d)). The angle between the robot’s body 

orientation and the vector from the robot to exhibit is fixed as 25 

degrees. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.9:  Spatial arrangement to create spatial formation 

3.2.2  Model to Achieve Mutual Gaze 

Goodwin discussed some systematic ways in which speakers capture the 

attention of a recipient [20]. When a speaker begins to utter a sentence, and 

if s/he finds recipients are not gazing towards him or her, the speaker can 

use the techniques of “restart” and/or “pause” in the delivery of the 

utterance. “Pause and restart” strategy plays an important role to establish 
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spatial formation properly. The robot observes the face direction and body 

orientation of the visitors before beginning its explanation of any exhibit. If, 

at the beginning of the speaker’s (robot) turn, the face direction is detected 

as not directed toward the robot or exhibit, or body orientation is detected as 

not in the direction between the robot and the exhibit, the robot employs the 

“pause and restart” strategy. The format of “restart” in a sentence is as 

follows: 

Sentence of the speaker:    [Fragment] + [New Beginning]                     

                                                             X______________ 

For a “pause,” the speaker (robot) starts the sentence, waits until the gaze of 

its recipient is secured, and then continues the sentence. The format is as 

follows: 

                    [Beginning] + [pause] + [Continuation] 

                     ...………..X________ 

In our system, we implemented a combined version of “pause and restart,” 

the format of which is as follows: 

        [Beginning] + [pause] + [new Beginning] 

                    ...………..X_______ 

In this format, the speaker (robot) starts the sentence (beginning), waits 

(pause) until the gaze of its recipient is secured, and then restarts (new 

beginning) the sentence again. Before starting its explanation of an exhibit, 

the robot observes the direction of the visitors’ faces. If it finds that upon the 

start of its turn the visitors’ orientation is not directed towards the exhibit 

and they are not gazing at the robot either (we experimentally allow 15 

degrees tolerances about the orientation decision), the robot employs a 

“pause and restart” according to the format just outlined. The solid line 

below the sentence structure indicates that the recipient is gazing toward 

the speaker, no line indicates that the recipient is gazing elsewhere, and the 

‘X’ marks the point at which the recipient’s gaze reaches the speaker. The 
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dotted line represents the time required for the recipient to move his/her 

gaze from some other position to the speaker. Figure 3.10 illustrates the 

procedure of pause and restart. 

The solid line below the sentence structure indicates that the recipient is 

gazing toward the speaker, no line indicates that the recipient is gazing 

elsewhere, and the ‘X’ marks the point at which the recipient’s gaze reaches 

the speaker. The dotted line represents the time required for the recipient to 

move his/her gaze from some other position to the speaker. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.10: Procedure to implement “pause and restart” 

 

Figure 3.11 shows the graphical representation of the proposed model to 

attract visitor’s attention. In Figure 3.11(a), guide robot noticed that V1’s 

body orientation and V2’s face direction was not in the direction between the 

robot and the exhibit at the beginning of its explanation. The robot then 

turned its head towards them and employed “pause and restart” to attract 

visitor’s attention (Figure 3.11(b). This caused a change in the visitor’s body 

orientation and face direction; V1 and V2 turned their body and head 
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respectively towards the robot and mutual gaze was established (Figure 

3.11(c)). 

 

 

 

 

 

 

 

 

Figure 3.11: Modeling to attract visitor’s attention 

 

In order to implement “pause and restart,” we consider the first sentence 

of each script explaining the exhibits, as in the following: 

Script 1: First sentence for explaining the first exhibit, “Te Nave Nave 

Fenua” 

Robot: This is a- (2.0) This is a famous work of Gauguin. 

Script 2: First sentence for explaining the second exhibit, “Still Life with 

Skull” 

Robot: This painting-(2.0) This painting is the work of the Spanish painter 

named “Picasso” 

Script 3: First sentence for explaining the third exhibit, “The Vegetable 

Float” 

Robot: This float is- (2.0) This float is made of vegetables. 

Script 4: First sentence for explaining the fourth exhibit, “Landscape 

Painting”. 

Robot: This famous work- (2.0) This famous work is a typical landscape of 

South France. 
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In our proposed model, the guide robot deploys “pause and restart” 

depending on the situation. In all scripts, a restart with a preceding pause of 

2 seconds is used. We have determined this length from observations of 

human guides as described in section 2.8 in chapter 2. 

After arriving at the predefined position for explanation of the exhibits, 

the robot should examine whether or not a proper spatial formation has 

been established by measuring the positioning data provided by the vision 

system discussed in section 3.1. If not, the guide robot takes the initiative to 

create spatial formation using the proposed model described in section 3.2. 

After creating a proper spatial formation, the guide robot starts its 

explanation. 

3.3  Evaluation Experiments 

To test the robot’s effectiveness, two experiments were performed in a 

laboratory. The experiment was performed to test the robot’s effectiveness at 

creating spatial formation with the visitors before start its explanation. In 

the experiment, guide robot followed the proposed model described in section 

3.2.  

3.3.1 Experimental 1: Create Spatial Formation Considering the   

Constraints of Proximity, Face Direction and FOV 

In the first experiment, guide robot creates spatial formation considering 

constraints of proximity, visitor’s face direction and constraint of robot’s 

FOV (described in section 3.2.1) with the visitors before start its explanation.  

In this experiment we did not consider the constraints of body orientations. 
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Figure 3.12: Experimental settings: (a) Schematic diagram of experimental area. 

(b) Guide robot with two paintings. 

3.3.1.1  Experimental Environment 

The experiment was conducted in our laboratory, under the assumption that 

it was a small art museum. The experimental area was restricted to 480cm x 

560cm area. In the experiment, two paintings were placed in the 

experimental area and the robot with the proposed system waited in the 

middle of the experimental area as shown in Figure 3.12. The long pole with 

laser range sensor was placed in front of the experimental area. 

3.3.1.2  Experimental Procedure 

A total of 16 people (10 males, 6 females) participated in the first 

experiment. We formed 8 groups with 2 members in each group. Among the 

8 groups, 4 groups participated in the experiment with the mobile guide 

robot system outlined above, and the remaining 4 groups did so with a robot 

which was not equipped with the capacity to form an F-formation. 

Participants were not informed of which robot was which. Before beginning 
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the experiment, we provided participants with the scenario and instructions, 

as well as a brief idea about the F-formation and the “pause and restart” 

strategy. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.13: Schematic diagram for experiment 1 

 

Initially, the robot with the proposed system waits in the middle of the 

experimental area and turns its head from side to side in order to display 

availability to visitors. A schematic diagram of the main tasks performed by 

the robot is given in Figure 3.13. The order of these main tasks is as follows: 

1) When the robot finds visitors coming into its immediate vicinity, it 

says, “May I explain these paintings to you?” If the visitors’ gaze 

turns toward the robot’s direction for three seconds, the robot system 

considers the visitors to be highly interested in the exhibits (Figure 

3.13(a)). This length is also empirically determined as in the pause 

length described in section 3.2.2. 

2) The robot then guides the visitors to the first exhibit (Figure 3.13(b)). 
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3) The robot verifies the distance between itself and the visitors in terms 

of the body positions (described in section 3.2.1). It verifies distance 

using position data provided by the laser sensors. 

4) If the visitors are not within the range, the robot says to the visitors, 

“Please come closer” or “Please move back a little” depending on the 

situation.   

5) Next, the robot verifies the direction of the visitors’ faces using data 

provided by the omni-directional camera. If the direction is towards 

the robot or the exhibit, the robot begins to explain the first exhibit. If 

not, the robot starts its explanation with a “pause and restart” 

(described in section 3.2.2). After completing its explanation, the robot 

moves to the next exhibit and at the same time invites the visitors to 

follow along (Figure 3.13(c)). 

6) The robot repeats tasks (3) to (5) for all the exhibits. 

The robot returns to its initial position and waits for more visitors to arrive 

(Figure 3.13(d)). 

Figure 3.14 shows the details of the experiment using the proposed 

method. In Figure 3.14(a), the guide robot finds two visitors who are 

interested in the paintings and says, “May I explain these paintings to 

you?”Having confirmed their interest, the robot moves towards the first 

painting while saying, “Please follow me,” and the visitors do so (Figure 

3.14(b)). In Figure 3.14(c), the robot and the visitors arrive at the first 

painting. After verifying the proximity and face direction constraints of the 

visitors, the robot begins its explanation. After explaining the first painting, 

the robot moves to the second exhibit, but the visitors are still looking at the 

first painting (Figure 3.14(d)). The robot thus turns its head towards the 

visitors (the red arrow in Figure 3.14(e)), indicating that it is waiting for the 

visitors to approach the second painting. Mutual gaze is established (the red 

arrow in Figure 3.14(f)), where upon the visitors move towards the second 
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painting (Figure 3.14(g)). After arriving at the second painting, the robot 

again verifies constraints of proximity and constraints of face direction of 

the visitors. The robot then continues explaining the second. Finally, it 

returns to its initial position upon completing its explanation (Figure 

3.14(h)). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.14: Experimental scene of first experiment. 

3.3.1.3  Experimental Conditions 

In the experiment, the robot based on our proposed model was compared 

with a robot that did not employ the proposed model. 
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a) Proposed Robot: The robot behaves based on the model outlined in 

this paper. 

b) Conventional Robot: The robot begins its explanation after finding the 

faces of visitors. It does not care whether or not a proper spatial of F-

formation is formed, nor does it utilize the ‘pause and restart’ strategy.  

It explains the exhibits with the same preprogrammed nonverbal 

behaviors as the proposed robot. 

As mentioned above, the proposed robot explained the al two exhibits to 4 

groups, and the conventional robot did so for another 4 groups. After the 

experiments, we asked participants to fill out a questionnaire. They were 

asked to subjectively rate the robot’s effectiveness on a seven-point Likert 

scale, with the range: 1-very ineffective, 2-ineffective, 3-somewhat 

ineffective, 4-undecided, 5-somewhat effective, 6-effective, 7-very effective. 

The questionnaire items were as follows: 

1) Evaluating the effectiveness of F-formation system. 

2) Evaluating the effectiveness of “pause and restart.” 

3) Overall evaluation of the robot. 

3.3.2 Experimental 2: Create Spatial Formation Considering the    

Constraints of Proximity, Body Orientation, Face Direction, 

and FOV 

In the first experiment, we did not consider the constraint of visitor’s body 

orientation to create spatial formation. According to Kendon [13], body 

orientation plays important role for the creation of spatial formation. 

Moreover, we provided the participants with a brief idea about the F-

formation and the “pause and restart” strategy before the experiment. This 

might give them some preconceived ideas. Also, we did not record the sensor 
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data and could not objectively analyze the behaviors of the robot and the 

participants. Thus, we performed the second experiment. 

The second experiment was conducted in the same laboratory as first 

experiment. In the experiment, four paintings (P1, P2, P3, and P4) were 

placed in four corner of the area and the robot with the proposed system 

waited in the middle of the experimental area as shown in Figure 3.15. The 

long pole with laser range sensor was placed in front of the experimental area. 

 

 

 

 

 

 

 

 

 

 

Figure 3.15: (a) Overview of the experimental area. (b) Mobile guide robot and four 

paintings. 

3.3.2.1  Experimental Procedure 

A total of 16 graduate students (average age is 29) from Saitama University 

participated in the experiment. We formed 8 groups with 2 members in each 

group. The experiment followed a “within subject” design. The robot 

explained four paintings to all groups. Among the 8 groups, Group A (groups 

no. 1, 3, 5, and 7) participated in sessions where the robot explained the first 

two paintings as the proposed mobile guide robot system outlined above, and 
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the remaining two paintings as a robot not equipped with the capacity to 

form a spatial formation. On the other hand, Group B (groups no. 2, 4, 6, 

and 8) participated in sessions where the robot did this in reverse. 

Participants were not informed of which robot was which. 

3.3.2.2  Guide Robot Behaviors 

Initially, the robot with the proposed system waits in the middle of the 

experimental area and turns its head from side to side in order to display 

availability to visitors. A schematic diagram of the main tasks performed by 

the robot is given in Figure 3.16. The order of these main tasks is as follows: 

 

 

 

 

 

 

 

 

 

 

 

 

 

     Figure 3.16: Schematic diagram of main tasks for experiment 2 

 

1) When the robot finds visitors coming into its immediate vicinity, it 

says, “May I explain these paintings to you?” If the visitors’ gaze 
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turns toward the robot’s direction for three seconds, the robot 

system considers the visitors to be highly interested in the exhibits 

(Figure 3.16(a)).  

2) The robot then guides the visitors to the first exhibit (Figure 3.16 

(b)). 

3) After arriving at the predefined position near the first exhibit, the 

robot follows the following steps to establish a proper spatial 

formation, in terms of body and face information (described in 

section 3.2.1). 

i) First, the robot verifies the distance between itself and the 

visitors using data provided by the laser range sensors. 

ii) If the visitors are not within range, the robot turns its head 

towards the visitors and says to them, “Please come closer” or 

“Please move back a little” depending on the situation. 

iii) Next, the robot turns 300 clockwise to orient towards the first 

exhibit. 

iv) Then, the robot verifies the body orientation of the visitors 

using data provided by the laser range sensors. 

v) If the visitors’ body orientation is not in the direction between 

the robot and the exhibit, the robot turns its head towards the 

visitors and starts its explanation using “pause and restart” 

(described in section 3.2.2). 

vi) Next, the robot verifies the direction of the visitors’ faces using 

data provided by the omni-directional camera. 

vii) If the face direction is towards the robot or the exhibit, the 

robot begins to explain the first exhibit. If not, the robot starts 

its explanation with a “pause and restart” (described in section 

3.2.2).  
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4) After completing its explanation, the robot moves to the next 

exhibit and at the same time invites the visitors to follow along 

(Figure 3.16(c), Figure 3.16(d), Figure 3.16(e)). 

5) The robot repeats task (3) to explain the next exhibit. 

Finally after explaining all four exhibits, the robot returns to its initial 

position and waits for more visitors to arrive (Figure 3.16(f)). Figure 3.17 

shows the behavioral protocol of the guide robot. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.17: Behavioral protocol of guide robot. 

 

We videotaped all sessions. In addition, we recorded all laser range finder 

and camera data so that we could obtain the exact motions of the robot and 

the participants for later analysis. Figure 3.18 shows the details of the 

experiment using the proposed method. In Figure 3.18(a), the guide robot 

finds two visitors who are interested in the paintings and says, “May I 

explain these paintings to you?”Having confirmed their interest, the robot 

moves towards the first painting while saying, “Please follow me,” and the 

visitors do so (Figure 3.18(b)). In Figure 3.18(c), the robot and the visitors 
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arrive at the first painting. After verifying all the constraints to create a 

proper spatial formation, the robot begins its explanation. The red circle in 

Figure 3.18(c) indicates that a proper spatial formation has been formed. 

After explaining the first painting, the robot moves to the second exhibit, 

and performed the same activities as it did while explaining of first painting 

Figure 3.18(d). The guide robot along with the visitors then moves to the 

third and fourth paintings respectively and explained those to the visitors 

(Figure 3.18(e) and Figure 3.18(f)). Finally, it returns to its initial position 

upon completing its explanation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.18: Example scenes from the second experiment. 

3.3.2.3  Experimental Condition 

In the experiment, the robot based on our proposed model was compared 

with a robot that did not employ the proposed model. 
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a) Proposed Robot: The robot behaves based on the model outlined in 

this paper. 

b) Conventional Robot: The robot begins its explanation after finding 

the faces of visitors. It does not care whether or not a proper 

spatial formation is formed, nor does it utilize the “pause and 

restart” strategy.  It explains the exhibits with the same 

preprogrammed nonverbal behaviors as the proposed robot. 

After the experiments, we asked participants to fill out a questionnaire. 

They were asked to subjectively rate the robot’s effectiveness on a seven-

point Likert scale, with the range: 1-very ineffective, 2-ineffective, 3-

somewhat ineffective, 4-undecided, 5-somewhat effective, 6-effective, 7-very 

effective. The questionnaire items were as follows: 

1) Did you think that the robot attended to you adequately during its 

explanation? 

2) Did you think that the robot was able to attract your attention to 

listen to its explanation? 

3) Overall evaluation of the robot. 

3.3.2.4   Hypothesis and Prediction 

According to the discussion, we expect that it is very important for the 

mobile museum guide robot to be aware of the development of spatial 

formation which is estimated from spatial arrangement. At the same time, it 

is also important for the mobile guide robot to be conscious to employ “pause 

and restart” depending on the situation in order to achieve mutual gaze. 

Thus, our hypothesis states that, if we become successful in implementing 

our concept, the proposed method would produce one of the most suitable 

interactions. Based on this, we predicted that the proposed model does 

better than the other method that we have mentioned in this chapter. 
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3.4  Experimental Results 

After the two experiments, we examined the results from the following three 

viewpoints: 

1) Autonomous capability of the robot: Can the robot correctly judge the 

situation and behave properly according to our proposed model? 

(Sections 3.4.1, and 3.4.2) 

2) Effectiveness of the robot’s actions: Can the robot’s actions make the 

participants form a proper spatial formation and attract their 

attention at the beginning of explanation? (Sections 3.4.1, and 3.4.2) 

3) Subjective evaluation: Do the participants prefer the proposed robot? 

(Section 3.4.3) 

3.4.1  Control of Visitor’s Standing Position 

We recorded all sensor data from all sessions in the second experiment for 

analysis. As covered in section 3.3.2, the robot explained the first two 

paintings as the proposed robot and the remaining two as a conventional 

robot to Group A (groups no. 1, 3, 5, and 7) and in the reverse order to Group 

B (groups no. 2, 4, 6, and 8). In handling Group A, the robot took the 

initiative to control visitors’ standing position (i.e., the robot said to the 

visitors, “Please come closer” or “Please move back a little” depending on the 

situation) in 3 cases out of 4 before starting its explanation of painting 1, 

and in 2 cases out of 4 before starting its explanation of painting 2. In 

dealing with Group B, the robot did so in 2 cases out of 4 before starting its 

explanation of painting 3, and in all 4 cases before starting its explanation of 

painting 4.We examined whether or not the robot’s decisions were correct by 

analyzing the laser range finder data recorded during the experiment. We 
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found that participants were in the proper area in 3 cases (Group A) and 2 

cases (Group B), where the robot did not need to control their standing 

position. In cases where the robot needed to control visitors’ standing 

position (5 cases for Group A, 6 cases for Group B), the robot’s decisions were 

uniformly correct. Thus, the robot’s decisions pertaining to standing position 

assessment ranked a success rate of 100%. 

We then examined whether or not the participants moved to form a proper 

spatial formation after the robot’s action. In the 5 cases for Group A, out of 

10 participants 6 were out of proper spatial formation range, and after the 

robot’s action 5 of these 6 moved inside the range. In the 6 cases for Group B, 

out of 12 participants 9 were out of proper range, and after the robot’s action 

6 of these 9 moved inside the range.  The total success rate was therefore 

73% (the robot corrected 11 out of 15). Figure 3.19 shows the average 

distance between the guide robot and the visitors before and after taking 

initiative by guide robot while explaining paintings as a proposed robot.  For 

painting 1 and 2 (Figure 3.19(a)), the results show that the average 

distances between the robot and the visitors were respectively 140.6 cm and 

129 cm which are out of range (the proper range to form a spatial formation 

is 90 to 120 cm). After the robot’s initiative, the average distances between 

them are 117.5 cm and 114.8 cm respectively. For painting 3 and 4 (Figure 

3.19(b)), after robot’s initiative, the average distances are 111 cm and 106 

cm respectively which were 135.8 and 138 cm respectively before robot’s 

initiative. All participants of both groups in all 16 cases (robot explained 

first two paintings to Group A and rest two paintings to Group B as 

proposed robot, so 4x2x2=16 cases) were within robot’s FOV. 

On the other hand, when the robot explained the paintings as a 

conventional robot would, we found from the sensor data that 7 out of 16 

participants in Group A (each group experienced an explanation of 2 

paintings, so 8x2=16 participants) were out of range while the robot 
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explained paintings 3 and 4, and 10 out of 16 participants in Group B were 

out of the range while the robot explained paintings 1 and 2. Of the total of 

17 participants who were out of range (7 in Group A, 10 in Group B), only 6 

moved inside the range to form a proper spatial formation when the robot 

began its explanation. The “success rate” for the conventional robot was thus 

35% (6 out of 17, although here we only use the term “success rate” for 

convenience since the robot did not try to do correct the visitors). Table 3.1 

and Table 3.2 summarize the results of guide robot’s capability to control 

visitor’s standing position. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

       Figure 3.19: Average distance between robot and visitors. 
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Table 3.1: Success rate of robot's autonomous capability to control visitor’s standing 

position. 
 

 

Table 3.2: Success rate of effectiveness of robot’s action to control visitor’s standing 

position. 

 

 

 

 

 

 

 

Figure 3.20 shows a typical example of changing a visitor’s standing 

position.  In Figure 3.20(a), the robot noticed that the distance between both 

visitors and the robot was more than 120 cm. It then turned its head 

towards them (blue arrow) and said “Please come closer” (Figure 3.20(b)). 

This caused visitors to come closer to the robot (Figure 3.20(c)). Red circle in 

Figure 3.20(c) indicates that, proper spatial formation is created. In the 

current system, the robot tries only once to establish a proper spatial 

formation. Since the robot can recognize the current formation, it can repeat 

the action until a proper spatial formation is established. 

TR NC/TNC Robot took initiative to 

control visitor’s standing 

position 

Success rate of 

robot’s decision (%) 

Proposed 11/16 11 100% 

TR NC/TNC POR/NP PMIR/POR TSR 

Proposed 11/16 15/22 11/15 73% 

Conventional 13/16 17/26 6/17 35% 

TR: Type of Robot 

NC: Number of Cases 

TNC: Total Number of Cases 

POR: Participants Out of Range before Robot’s Action 

NP: Number of Participants 

PMIR: Participants Moved Inside the Range after Robot’s action 

TSR: Total Success Rate 
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Figure 3.20: Example of participants changing his standing position after the 

robot’s verbal action. 

3.4.2 Control of Visitor’s Body Orientation 

From the recorded sensor data of the second experiment, we counted the 

number of visitors who successfully changed their body orientation to a 

direction towards (meaning, orientated to the space between) the robot and 

the painting after the robot employed a “pause and restart” at the beginning 

of its explanation. As mentioned earlier, the robot performed as the proposed 

model in explaining the first two paintings to Group A (groups no. 1, 3, 5, 

and 7) and the last two paintings to Group B (groups no. 2, 4, 6, and 8). In 2 

out of 8 cases in Group A (each group experienced an explanation of two 

paintings, so 2x4=8) and 3 out of 8 cases in Group B, the robot noticed that 

some visitors’ body orientations were not in the direction between it and the 

painting. The robot employed “pause and restart” in all 5 cases, meaning its 

success rate at deploying the strategy was 100%.   

We then examined whether or not the participants successfully changed 

their body orientation in the direction between the robot and the painting 

after the robot’s actions. In 2 cases among those of Group A, the robot 

noticed 2 out of the 4 participants’ orientations were not in the direction 

between the robot and the painting, while in 3 cases among those of Group B 

it noticed 3 out of the 6 participants were incorrectly orientated. After the 
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robot’s actions, both of the incorrectly orientated participants in Group A 

and 2 of the 3 in Group B changed their body orientations appropriately. 

The total success rate was therefore 80% (the robot corrected 4 out of 5). 

On the other hand, when the robot explained the paintings as a 

conventional robot would, we found from the recorded sensor data that out 

of 16 participants in Group A (each group experienced an explanation of two 

paintings, so 8x2=16 participants), 3 were not orientated towards the robot 

and the painting, while out of the 16 participants in Group B 1 was not 

correctly orientated. Out of a total of 4 incorrectly orientated participants, 2 

changed their body orientations towards the robot and the painting just 

after the robot began its explanation. The conventional robot thus scored a 

“success rate” of 50% (2 out of 4, although here we only use the term 

“success rate” for convenience since the robot did not try to do correct the 

visitors). Table 3.3 and Table 3.4 summarize the results of guide robot’s 

capability to control the visitor’s body orientation. 

 

Table 3.3: Success rate of robot’s autonomous capability to control visitor’s body 

orientation 

 

Table 3.4: Success rate of effectiveness of the robot’s action to control visitor’s body 

orientation 

TR NC/TNC Robot employed “pause 

and restart” to control 

visitor’s body orientation 

Success rate of 

robot’s decision (%) 

Proposed 5/16 5 100% 

TR NC/TNC POI/NP POC/POI TSR 

Proposed 5/16 5/10 4/5 80% 

Conventional 3/16 4/6 2/4 50% 
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Figure 3.21: Example of participant changing his body orientation after the robot’s 

use of “pause and restart”. 

 

Figure 3.21 shows a typical example of a visitor changing his body 

orientation in the direction between the robot and the painting after the 

robot’s use of “pause and restart.” In Figure 3.21(a), the robot noticed that 

the visitor’s (V2) body orientation was not in the direction between the robot 

TR: Type of Robot 

NC: Number of Cases 

TNC: Total Number of Cases 

POI: Participant’s Oriented Incorrectly before robot’s action 

NP: Number of Participants 

POC: Participant’s Oriented Correctly after robot’s action 

TSR: Total Success Rate 
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and the painting. It then turned its head towards V2 and employed “pause 

and restart” to attract the visitor’s attention (Figure 3.21(b)). This caused a 

change in the visitor’s body orientation; V2 turned his body towards the 

robot and mutual gaze was established (red double arrow in Figure 3.21(c)). 

V2 fully turned his body towards the robot (Figure 3.21(d)) and the robot 

continued its explanation. Red circle in Figure 3.21(d) indicates that a 

proper spatial formation is formed. 

3.4.3 Control of Visitor’s Face Direction 

Here we examined those visitors whose body orientations towards the robot 

and the painting but whose faces were directed elsewhere during second 

experiment. We counted the number of such visitors from the recorded 

sensor data. When performing as the proposed model, the robot noticed 2 

cases out of 8 in Group A (again, each group experienced a 2-painting 

explanation, so 4x2=8 cases) and 4 cases out of 8 in Group B where some 

visitors’ face directions were not towards the robot or the painting. The robot 

employed “pause and restart” in all 6 cases, so its deployment success rate 

was100%.  

We then examined whether or not the participants successfully shifted 

their attention towards the robot or the painting after the robot’s actions. In 

the 2 cases in Group A, the robot noticed 3 out of 4 participants’ face 

directions were not towards itself or the painting, while in the 4 cases in 

Group B it noticed 4 out of the 8 participants’ faces were directed elsewhere. 

After the robot’s actions, 2 of the 3 participants with faces directed 

elsewhere in Group A and 3 out of the 4 in Group B changed their face 

directions towards the robot or the painting. The total success rate was 

therefore 71% (the robot corrected 5 of the 7 participants). 
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Table 3.5: Success rate of robot’s autonomous capability to control visitor’s face 

direction 

 

Table 3.6: Success rate of effectiveness of the robot’s action to control visitor’s face 

direction 

 

 

 

 

 

 

 

On the other hand, when the robot explained the paintings as a 

conventional robot would, we found from the recorded sensor data that 2 out 

of 16 participants in Group A (again, each group experienced an explanation 

of 2 paintings, so 8x2=16 participants) had faces not directed towards the 

robot or the painting, while 3 out of 16 participants in Group B had faces 

directed elsewhere. Out of the total of 5 whose face directions were not 

towards the robot or the paintings, only 1 shifted their face appropriately 

just after the robot started its explanation, for a “success rate” of 20% (1 out 

TR NC/TNC Robot employed “pause 

and restart” to control 

visitor’s face direction 

Success rate of 

robot’s decision (%) 

Proposed 6/16 6 100% 

TR NC/TNC PFDI/NP PFDC/PFDI TSR 

Proposed 6/16 7/12 5/7 71% 

Conventional 4/16 5/8 1/5 20% 

TR: Type of Robot 

NC: Number of Cases 

TNC: Total Number of Cases 

PFDI: Participant’s Face Directed Incorrectly before Robot’s 

Action 

NP: Number of Participants 

PFDC: Participant’s Face Directed Correctly after Robot’s action 

TSR: Total Success Rate 
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of 5, although here we only use the term “success rate” for convenience since 

the robot did not try to do correct the visitors). Table 3.5 and Table 3.6 the 

results of guide robot’s capability to control the visitor’s face direction. 

Although the number of cases is small and we cannot yet draw any 

definite conclusions, the results suggest that the “pause and restart” 

strategy can have a considerable effect. Since the robot is able to recognize 

the visitors’ body orientations and face directions, it is possible to modify the 

robot so that it may repeat the same action or take alternative actions as 

necessary to attract the attention of visitors. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.22: Example of participant changing his face direction after the robot’s use 

of “pause and restart”. 

 

Figure 3.22 shows a typical example of a visitor changing his face 

direction towards the guide robot after the robot’s use of “pause and restart.” 

In Figure 3.22(a), the robot noticed that the visitor’s (V2) face direction was 
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not in the direction between the robot and the painting. It then turned its 

head towards V2 and employed “pause and restart” to attract the visitor’s 

attention (Figure 3.22(b)). This caused a change in the visitor’s face 

direction; V2 turned his face towards the robot and mutual gaze was 

established (red double arrow in Figure 3.22(c)). The guide robot continued 

its explanation (Figure 3.22(d)). Red circle in Figure 3.22(d) indicates that a 

proper spatial formation is formed. 

3.4.4   Subjective Evaluation 

 

 

 

 

 

 

 

 

 

 

Figure 3.23: Result of subjective evaluation of first experiment. 

The subjective evaluation of the first experiment is as follows. The data were 

analyzed by paired t-test. Figure 3.23(a) shows the results of the 

effectiveness of the F-formation. The t-test shows a statistically significant 
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difference between the two conditions (t(14) = 3.69, p=0.0024). Figure 3.23(b) 

shows the results of the effectiveness of the “pause and restart” strategy. 

The t-test shows a statistically significant difference between the two 

conditions (t(14) = 6.27, p=0.0001). Figure 3.23(c) shows the result of the 

overall evaluation about the robot. The t-test shows a statistically 

significant difference between the two conditions (t(14) = 3.15, p=0.0070). 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Figure 3.24: Results of subjective evaluation of second experiment. 

 

We also conducted a subjective evaluation of the second experiment 

among the participants. For the second experiment, the data were analyzed 

by one-way analysis of variance (ANOVA) with the experimental conditions 

as the within subject factor (or repeated measures). In the experiment, two 

types of robots (the proposed robot and the conventional robot) were 
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investigated. “Type of Robot” is the factor or independent variable in this 

experiment. Since two types of robots were compared, the factor “Type of 

Robot” has two levels. We adopted a significance level (p-value) of 0.05 or 

less to determine statistically significant differences among the conditions. 

The results of the second experiment are as follows.   

For the question “Do you think that the robot attended to you adequately 

during its explanation?” (Figure 3.24(a)), repeated measures of ANOVA 

revealed a significant difference between the two conditions (F(1,15)=15.08, 

p = 0.0014). The same was true of the question “Did you think that the robot 

was able to attract your attention to listen to its explanation?” (Figure 3.24 

(b)), where repeated measures of ANOVA also showed a significant 

difference (F(1,15)=8.59, p=0.0103). Finally, the participants’ overall 

evaluation (Figure 3.24(c)), here too repeated measures of ANOVA showed a 

significant difference between the two conditions (F(1,15)=6.03, p=0.0266). 

These results suggest the participants’ preference for our proposed robot, 

and moreover demonstrate the significance and utility of guide robots being 

able to establish a proper spatial formation and to employ the “pause and 

restart” strategy. 

3.5   Chapter Summary 

A museum guide robot needs to have people group around the exhibit that it 

will explain; it must also attract their attention when it starts explaining 

the exhibit. If people are away from the exhibit, it cannot begin its 

explanation. Likewise, even if they are near the exhibit, if they are not 

looking at the exhibit or the robot they may not be ready to listen to the 

robot’s talk. Clearly, sociological studies such as Kendon’s on the spatial 

formation and Goodwin’s on the “pause and restart” strategy can offer 
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helpful suggestions as to how a guide robot should behave when starting its 

explanation. Through observations at a museum we confirmed that human 

guides effectively form a proper spatial formation and use “pause and 

restart” to attract visitors’ attention when necessary and thus create a 

proper spatial formation at the beginning of explanation. We then proceeded 

to develop a robot based on these findings. 

    The experimental results shown above indicate that museum guide robot 

that performed according to our proposed model to create spatial formation 

at the beginning of explanation, can effectively form a proper spatial 

formation, and moreover that the robot’s use of “pause and restart” can 

effectively attract visitors’ attention.   

3.5.1   Limitations 

In this chapter, we have considered the case where the robot can create 

spatial formation before start its explanation. There are many other 

situations where the guide robot needs to reconfigure spatial formation with 

the visitors. According to Kendon, an existing spatial formation may gain or 

lose participants, undergoing dynamic reconfiguration as it does so [13]. The 

next chapter focuses how the guide robot can identify and invite any 

bystanders into an ongoing explanation. 
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Chapter 4 

 Reconfiguration of Spatial Formation 

While Interested Bystanders Join 

into Ongoing Explanation 

A spatial formation may gain participants. Goodwin and Goodwin [146] 

examine participation frameworks that include not only speaker and hearer 

but also a potential hearer such as a bystander. By participation framework, 

Goodwin and Goodwin make clear how participants change their orientation 

and engagement.  Indeed, a complete turnover of participants may occur in 

some instance without any discontinuity in the spatial formation system 

itself. Reconfiguration of a spatial formation depends on how both the 

current members and outsiders cooperate in maintaining the integrity of the 

system’s boundary. A new participant or outsider only becomes a member of 

an existing spatial formation system through cooperation action between 

him/herself and the members of the existing spatial formation system. A 

member of, or a participant in, a spatial formation is anyone whose 

transactional segment (described in chapter 2) falls over the o-space without 
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intersecting the body of any other individual and who takes part in the 

adjustments of spacing and orientation by which the space is sustained. 

4.1  Who is Bystander? 

A bystander is anyone who observes a situation but may or may not know 

what to do. In other words, bystanders are those whose presence the 

participants acknowledge and who observe the conversation without being 

participants in it. In a museum context, when a guide explains any exhibit 

to a small numbers of visitors, visitors normally stand within the range of 

personal space and many other visitors who are not participating in the 

current explanation may stand around the robot within the social or public 

space. Among these, those who demonstrate interest in the explanation are 

considered to be interested bystanders. Figure 4.1 shows the different forms 

of conversational participants. The body orientation and face direction play 

an important role in establishing and maintaining conversational 

participant roles. In Figure 4.1 bystander observes the conversation between 

the speaker and listener without being participants in it by turning his/her 

body and face towards them. Here, speaker and listen all together formed a  

 

 

 

 

 

 

 

 

Figure 4.1: Different forms of conversational participants. 
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spatial formation. To be a member of current spatial formation, bystander 

needs to wait until the invitation by any current member. 

4.2  Model of Incorporating Interested Bystanders 

During explanation of any exhibit to a small group of visitors, guide robots 

need to be careful about the others visitors who are around itself. If the 

guide robot identifies any visitors as interested bystanders, it may stop its 

explanation for a while and invite the interested bystanders to join in the 

ongoing explanation session. After the bystanders join, the guide robot 

reconfigures the spatial formation and starts its explanation again. A spatial 

formation may be said to have begun as soon as the spatial-orientational 

cooperation which sustains an o-space can be observed. This is usually easy 

to determine, for when a new spatial formation is established the 

participants move towards one another in a decided fashion and they also 

move to a location that is new for all of them.  In order to identify interested 

bystanders for interaction, the guide robot should have the capability to 

carry out the following three steps: 

4.2.1  The Robot should Identify the Visitors Around itself 

As noted by Pacchierotti et al., interactions take place within distances up to 

350 cm [147]. The area outside that zone mainly hosts one-way 

communication. In our approach, the robot is able to identify visitors, if they 

are found: 

a) Within social space (120 cm to 350 cm) and 

b) Within robot’s FOV (maximum 1500). 
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4.2.2  The Robot should Assess Visitors’ Intentions 

After locating visitors within social distance and its own FOV, the robot 

needs to identify those visitors who are interested in its ongoing explanation. 

The following two features are helpful in identifying an interested visitor: 

a) Visitor’s body orientation: gives an indication of where the 

visitor might be looking.  

b) Visitor’s face direction: crucial for the robot to estimate 

whether or not a visitor is interested.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2: Selection of interested bystanders 

 

Therefore, if the robot finds any visitor displaying interest in the 

explanation, determined by their standing for three seconds or more within 

social distance and the robot’s own FOV while changing their body 

orientation and face direction towards the robot or the painting, it identifies 

that visitor as an interested bystander. Figure 4.2 shows which visitors 

should be selected as an interested bystander. In Figure 4.2, the robot 
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explains an exhibit to V1. During the explanation, the robot observes V2 and 

V3 within both social space and its FOV, and V4 in public space. Among the 

three visitors, only V2 is considered as an interested bystander because s/he 

is found within social distance and FOV and his/her body orientation and 

face direction are towards the robot. 

4.2.3  Approaching Interested Bystanders Appropriately 

Once the robot has made its assessment, it needs to approach the interested 

bystander. The following actions are performed by the robot after identifying 

an interested bystander: 

i) The robot stops its current explanation for a moment and 

turns its head towards the interested bystander. This 

serves as the robot’s acknowledgement of the bystander’s 

presence. 

ii) The robot then turns its body towards the interested 

bystander. After shifting its body orientation, the robot 

needs to give the impression that it is establishing eye 

contact. With no information available on the target 

visitor’s height, the robot assumes the person to be 160 cm 

tall, and tilts its head accordingly. We assume that this 

action by the robot can make him/her feel eye contact. 

iii) The robot next invites the interested bystander to join in 

the ongoing explanation by saying “Hi, if you are interested 

in this exhibit please join us” and thus initiates a verbal 

interaction with the interested bystander. 

iv) Finally, the robot turns its body back away from the 

interested bystander to resume explanation. 
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Figure 4.3 shows a schematic diagram of how the robot invites interested 

bystanders to join into an ongoing explanation. The guide robot (R) was 

explaining an exhibit to visitor 1 (V1) in Figure 4.3 (a). During explanation, 

R noticed another visitor (V2) was observing its explanation by turning 

his/her body and face towards it (Figure 4.3 (b)). By observing his/her body 

orientation and face direction, R treated him/her as an interested bystander. 

R then turned its own body towards V2 and invited him/her to join into 

ongoing explanation session (Figure 4.3 (c).). Finally V2 moved towards the 

existing spatial formation and by overlapping his/her own transactional 

segment, s/he became the member of new spatial formation.   

The main issue that is addressed in this section is the guide robot’s 

detection of visitors around itself, its assessment of their intentions towards 

the robot, and its ability to act towards them in a natural way. 

4.3  Evaluation Experiment 

We performed an experiment in a laboratory to test the robot’s effectiveness. 

We used the guide robotic system which is described in chapter three. The 

experiment was performed in order to test the robot’s ability at indentifying 

and inviting interested bystander into ongoing explanation session. In the 

experiment, guide robot followed the proposed model described in section 4.2.  

Figure 4.4 shows the schematic diagram of the experimental setting. Six 

paintings (P1-P6) were placed in the experimental area, under the 

assumption that it was a small art museum. Among all paintings, P2 to P6 

were hung on the wall at the same height. Only P1 was placed in the 

experimental area without hanging on the wall. Proposed guide robot 

explained only P1 to the visitors. 
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Figure 4.3: Incorporation of an interested bystander into existing spatial formation. 

 

The experimental setup was designed as follows:  

1) A total of 9 graduate students (average age is 28) at Saitama 

University participated in the second experiment. We formed 3 groups 

with 3 members in each group. Each group participated in the 

experiment just once.  

2) At the start of the session, one participant from a group was told to 

enter the experimental area.  

3) The remaining two participants were told to enter the experimental 

area after the robot had already commenced its explanation to the 

first participant. 

         

 

 

 

Visitor1 (V1)

Robot (R)

Exhibit (E)

V1’s body 

orientation 

Robot’s body 

orientation 

V1

R

E

V1’s body 

orientation 

Robot’s 

body 

orientation 

V2's body orientation 

& face direction is 

towards the robot

Visitor2 (V2)

V1

R

E

V1’s body 

orientation 

Robot’s 

body 

orientation 

V2's body orientation 

& face direction is 

towards the robot

V2

V1

R

E

V1’s body 

orientation 

Robot’s body 

orientation 

V2's body 

orientation 

V2

V2

(a) R explains exhibit to V1 

 

(b) R finds V2 as interested bystander 

 

(c) R turns its body towards V2 and 

invites him to join 

 

(d) R reconfigures spatial formation 

with V1 and V2 

 



                                                                                     

                                                                                      4.4 Experimental Results          

89 
 

In the experiment, the robot followed the proposed model outlined in section 

3.2 in chapter 3 to configure a spatial formation. We videotaped all four 

sessions and recorded all laser range finder and camera data for later 

analysis. 

 

 

 

 

 

 

 

 

 

 

Figure 4.4: Schematic representation of the experimental setting. 

4.4  Experimental Results 

As mentioned in section 4.3, we formed 3 groups with 3 members in each 

group and each group participated in the experiment just once. At the start 

of each session, one participant (V1) was told to enter the experimental area. 

The remaining two participants (V2 and V3) were told to enter the 

experimental area after the robot had begun its explanation to the first 

participant. The robot took the initiative to invite the interested bystanders 

to join its explanation in all 3 cases (each group participated in the 

experiment once).  
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We examined whether or not these decisions were correct from the 

recorded sensor data. We found that 1 out of the 2 bystander participants 

(V2 and V3) in each case was in social space and within the robot’s FOV, 

while his/her body orientation and face direction were towards the robot or 

the painting. A total of 3 out of 6 bystander participants in the experiment 

were in social space and within the robot’s FOV with body orientation and 

face direction towards the robot or the painting. So, the success rate of the 

robot taking the initiative to invite interested bystanders ranked at 100%. 

After the robot’s invitation, all 3 participants (interested bystander) from 3 

groups moved towards the guide robot and placed their body orientation in 

between the robot and exhibit and thus existing spatial formation is 

reconfigured with two participants. 

In the first and second cases, one of the bystander participants (V2 or V3) 

was in social space and within the robot’s FOV but did not have a body 

orientation or face direction towards the robot or the painting; consequently 

the robot did not consider him to be interested bystanders and did not take 

any initiative to invite them into the explanation that it had begun. In the 

third case, one of the bystander participants (V2 or V3) was in social space 

and had a body orientation and face direction towards the robot, but the 

robot did not consider him an interested bystander nor correspondingly take 

any initiative to invite them because they were not within the robot’s own 

FOV. 

We then examined whether or not the participants moved into the current 

spatial formation after the robot’s action. After the robot’s action, all 3 of the 

participants identified by the robot as interested bystanders successfully 

moved to the current spatial formation. There was thus a success rate of 

100%. In all three cases the robot proceeded to verify all the parameters 

mentioned in section 3.2 in chapter 3 to reconfigure a spatial formation with 

one more participant. In this implementation, the robot was programmed so 
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that it could only identify and invite one bystander in a session. Of course, 

effective guide robots should have the capability to identify and invite more 

than one bystander at a time, and this is a topic we are pursuing. 

Figure 4.5 shows example scenes from the experiment, revealing the 

details of the identification and invitation of an interested bystander by the 

guide robot. In Figure 4.5(a), after verifying all the parameters mentioned in 

section 3.2 in chapter 3 to configure an spatial formation, the robot begins 

its explanation of the painting “Te Nave Nave Fenua” to a visitor (V1). 

During the explanation session, the robot notices two more visitors (V2 and 

V3) enter in the experimental area (Figure 4.5(b)). Both of them are in social 

space and within the robot’s FOV. Among these two, V2 shows interest in 

the explanation by turning his body towards the robot, facing it and waiting 

until the robot looks at him. V2 moves a little bit towards the robot (Figure 

4.5(c)). In Figure 4.5(c), V2’s transactional segment (a space extending in 

front of a person which is the space he/she is currently using) does not 

overlap with the current spatial formation between the robot, V1 and 

painting. When the robot finds that the body orientation and face direction 

of V2 are directed towards it, the robot stops its current explanation for a 

moment and turns its head towards the bystander, V2. This serves as the 

robot’s acknowledgement of the interested bystander’s presence. The robot 

then changes its body orientation towards V2 (Figure 4.5(d)), which V2 

reciprocates with a spatial-orientational move of his own, and which allows 

V2 access to the current spatial formation. The yellow double arrow in 

Figure 4.5(d) indicates that mutual gaze is established. This action by the 

robot establishes a non-verbal interaction with V2. The robot then invites V2 

to join in the ongoing explanation, and thus creates a verbal interaction with 

V2 (Figure 4.5(e)).  After the robot’s invitation, V2 moves to join the current 

spatial formation (Figure 4.5(f)). The robot then turns back to its previous 
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position (Figure 4.5(g), here V2 contributes his transactional segment to 

current spatial formation). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.5: Identification and invitation of interested bystander. 

 

The robot again verifies all the parameters mentioned in section 3.2 in 

chapter 3 to reconfigure the spatial formation, which now has two 

participants, and then continues its explanation (Figure 4.5(h)). In this 

scene, the robot did not consider V3 an interested bystander because his 

body orientation and face direction were not towards itself or the painting. 

So the guide robot neither turned its body towards V3 nor invited him to join 

into ongoing explanation session. 
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4.5  Chapter Summary 

This chapter demonstrates how the spatial formation system of behavioral 

relationship that sustains an o-space may be continued despite change in 

participants. It also exemplifies how the arrangement of a spatial formation 

changes as it adapts to these variations in participants. The model of entry 

an interested bystander described are seen where the interested bystander 

approaches an existing spatial formation system on his/her own initiative. 

Where an interested bystander is called over by a current member (guide 

robot), the members of the current spatial formation system adjust their 

arrangement appropriately as the interested bystander approaches first.  

We have conducted an experiment in our laboratory to evaluate our 

proposed framework to incorporate interested bystander into existing spatial 

formation. Our evaluation results showed that our model significantly 

improves the robot’s performance in incorporating interested bystanders 

into ongoing spatial formation and thus reconfigure spatial formation again. 

4.5.1   Limitations 

Although our guide robot has achieved good performance in terms of 

creating spatial formation with the multiple visitors and identifying and 

inviting interested bystanders into existing spatial formation, there is a 

limitation of our guide robot. This chapter’s and previous chapter’s study 

deal with the case where the guide robot explains single exhibit to multiple 

visitors at a time. So, we should consider the case where the guide robot 

explains multiple exhibits collectively to multiple visitors. We also need to 

investigate how the guide robot reconfigures spatial formation while it 
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changes its own body orientation from one exhibit to another during 

explanation of multiple exhibits collectively. 
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Chapter 5 

 Reconfiguration of Spatial Formation 

during Explanation of Multiple 

Exhibits to Multiple Visitors 

To create and sustain a dynamic physical group during interaction with 

people is one of the essential features of museum guide robots that are 

physically co-located with people. To create a spatial formation there are 

some practical geometrical constraints. For example, people must stand 

facing one another in order to have full visual auditory access to each other’s 

verbal and non-verbal conversational moves. In the case of a mobile museum 

guide robot, for visitors to observe both the robot’s explanation and the 

target object without difficulties, the robot and visitors both should have 

equal, direct, and exclusive access to the space where the target object exists. 

We also have to consider the cases where a guide robot changes its body 

orientation from one exhibit to another during explaining of multiple 

exhibits collectively. This means that the spatial formation arrangement, 

once configured in front of an exhibit, should disappear when the guide robot
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rotates its own body towards another exhibit, and should reconfigure in 

front of the next exhibit. Therefore, the robot and the visitors must 

dynamically reconfigure the spatial formation arrangement each time they 

face at a target exhibit. 

Therefore, in this study, we investigated how a guide robot can actively 

configure the appropriate spatial formation in the course of the explanation. 

We are especially interested about the affect of robot’s body orientation. Our 

research questions are as follows: 

1) Can the robot establish a proper spatial formation at the 

beginning of explanation? 

2) Can the robot reconfigure the spatial formation again during the 

ongoing explanation session? 

5.1  Modeling of Interaction with Visitors 

In our previous study (described in chapter 3), we developed a position 

model for a mobile museum guide robot that establishes spatial formation 

before start its explanation. However, our previous model cannot deal with 

the case in which guide robot explains multiple exhibit collectively; more 

specifically guide robot and the visitors pay attention to multiple targets at 

a time. Thus, we updated our position model based on our observation. Our 

previous model consisted of six constraints for establishing spatial 

formation: (1) proximity to visitors, (2) proximity to exhibit, (3) visitor’s field 

of view, (4) visitor’s body orientation, (5) robot’s body orientation, and (6) 

robot’s field of view. To deal with the case where the robot needs to pay 

attention to multiple exhibits, we updated some of these constraints. 
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5.1.1  Model of Spatial Position 

Our previous study (described in chapter 3) showed the importance of the 

constraint of proximity to the visitors and exhibit. This proposed modeling of 

spatial position also supports this constraint. Thus, we defined the 

constraint of proximity as follows. 

5.1.1.1  Constraint of Proximity 

 Distance between the robot and the visitors: Ranges from 90 cm to 

120 cm (Figure 5.1(a)).  

 Distance between the robot and the exhibits: About 110 cm, fixed in 

all cases for all exhibits (Figure 5.1(a)). 

5.1.1.2  Constraint of Visitor’s Face Direction 

Our previous study (described in chapter 3) showed that the constraint of a 

visitor’s Face direction is important for spatial formation. This proposed 

modeling of spatial position also supports this constraint. Thus, we defined 

the constraint of visitor’s face direction as follows. 

 Visitor’s face direction: Should be towards the robot or the exhibit 

(Figure 5.1(b)). 

5.1.1.3  Constraint of Body Orientation 

 Visitor’s body orientation: Each angle between each pair of vectors 

from the robot to each exhibit is calculated. The visitor’s body 

orientation should be in the direction between the two vectors that 



                                                                                     

                                                             5.1 Modeling of Interaction with Visitors          

98 
 

make the larger angle among all combinations (Figure 5.1(c) and 

Figure 5.1(d)). 

 Robot’s body orientation: When the robot pays attention to one exhibit, 

its body orientation follows the vector from the robot to the exhibit. 

On the other hand, the robot’s body orientation follows the median 

vector between the two vectors from the robot to each exhibit when it 

pays attention to two exhibits (Figure 5.1(e)). 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.1: Spatial arrangement to explain multiple exhibits. 
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5.1.1.4  Constraint of Robot’s  Field of View 

 All angles between the robot’s body orientation and each vector from 

robot to each visitor and exhibit should not be over 75 degrees (Figure 

5.1(f)). 

5.1.2  Model to Attract Visitor’s Attention 

Our previous study (described in chapter 3) showed that, guide robot needs 

to attract visitor’s attention at the beginning of explanation. Current study 

also supports this constraint. We enabled our mobile guide robot system to 

detect and monitor the visitor’s face direction and to interpret this as an 

indicator of their attention. For our system, we have used the “pause and 

restart” procedure as a means to achieve mutual gaze. The robot employs 

the “pause and restart” if it finds that visitors are not gazing or visitor’s 

body orientation are not towards it. The format of “pause and restart” which 

is implemented in our system is as follows: 

          [Beginning] + [pause] + [new Beginning]  

In this format, the speaker (robot) starts the sentence (beginning), waits 

(pause) until the gaze of its recipient (visitor) is secured, and then restarts 

(new beginning) the sentence again. 

5.2  Tasks Performed by Guide Robot 

Initially, the robot with the proposed system waits in the middle of the 

experimental area. The order of these main tasks is as follows: 
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1) When the robot finds visitors coming into its immediate vicinity, it 

says, “May I explain the paintings to you?” If the visitors’ gaze turns 

toward the robot’s direction for 3 seconds, the robot system considers 

the visitors to be highly interested. The robot then guides them to the 

exhibits1 & 2. 

2) After arriving at the predefined position near the first two exhibits, 

the robot follows the succeeding steps to establish a proper F-

formation. 

a) First, the robot verifies the distance between itself and the 

visitors using data of laser range sensors. If the visitors are not 

within range, the robot says, “Please come closer” or “Please move 

back a little” depending on the situation. 

b) Next, the robot turns towards the first of the two exhibits which it 

is going to explain. 

c) Then, the robot verifies body orientation of the visitors. If the 

visitors’ body orientation is not in the direction between the robot 

and the exhibit, the robot starts its explanation using “pause and 

restart” (described in section 2.2). 

d) Next, the robot verifies the face directions of the visitors using 

data provided by the omni-directional camera. If the face direction 

is towards the robot or the exhibit, the robot begins to explain the 

exhibit 1. If not, the robot starts with a “pause and restart”.  

e) After completing explanation of exhibit 1, the robot turns towards 

exhibit 2 and explains it. 

f) After completing its explanation of exhibit 2, the robot moves 

back a little bit and turns towards the median vector between the 

two vectors from the robot to each of the two exhibits. The robot 

then gives a comparison explanation between two exhibits.  
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3) After completing its explanation of first two exhibits, the robot moves 

to explain next two exhibits and at the same time invites the visitors.  

4) Robot repeats task 2 to explain the next exhibits. 

5.3  Experiment with Multiple Exhibits 

We conducted an experiment to verify that our proposed model based on 

explanation of multiple exhibits is effective to reconfigure spatial formation 

with the visitors. The guide robotic system which is described in chapter 

three is used for experimental purpose. 

5.3.1 Experimental Design 

We conducted an experiment to verify the effectiveness of our proposed robot. 

4 paintings were placed in the area of size 480cmx500cm (Figure 5.2). In the 

experiment, the robot based on our proposed model was compared with a 

robot that did not employ the proposed model. 

a) Proposed Robot: Robot behaves based on the model outlined in this 

paper. 

b) Conventional Robot: Robot begins its explanation after finding the 

faces of visitors. It does not rotate its body from one exhibit to 

another during explanation, thus does not care about the 

configuration of spatial formation. 

A total of 12 graduate students (6 groups with 2 members in each group) 

participated in the experiment. The experiment followed within-subject 

design, and the robot explained four exhibits to all groups. The robot 

explained the first two paintings as the proposed robot and the remaining 

two as a conventional robot to Group A (groups no. 1, 3, and 5) and in the 
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reverse order to Group B (groups no. 2, 4, and 6). Participants were not 

informed of which robot was which. We videotaped all sessions. In addition, 

we recorded all laser range sensors and camera data so that we could obtain 

the exact motions of the robot and the participants. 

 

 

 

 

 

 

 

 

 

Figure 5.2: (a) Schematic diagram of experimental area. (b) Experimental setting 

with guide robot. 

5.3.2   Results 

After the experiments, we examined the results from the following three 

viewpoints: 

1) Can the robot correctly judge the situation and behave properly 

according to our proposed model? (Sections 5.3.2.1, and 5.3.2.2) 

2) Can the robot’s actions make the participants form a proper spatial 

formation, attract their attention and again reconfigure the spatial 

formation? (Sections 5.3.2..1, and 5.3.2.2) 

3) Do the participants prefer the proposed robot (subjective evaluation)? 

(Section 5.3.2.3) 
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5.3.2.1  Spatial Formation Transformation 

Distance between the robot and the visitors: 

We found from the sensor data that some visitors were not in proper 

position in 5 cases out of 6 (2 visitors in each group, so total 12/2=6cases) 

cases. The robot took initiative to control visitor’s standing position in all 5 

cases. Thus the success rate of the robot’s decisions was 100%. In 5 cases, 7 

visitors out of 10 were out of range, and after the robot’s action, 6 of these 7 

moved inside the range. The total success rate was therefore 86% (the robot 

corrected 6 out of 7).  

On the other hand, when the robot explained the paintings as a 

conventional robot, 6 visitors in both groups were out of range. Of the total 

of 6 visitors, only 2 moved inside the range when the robot began its 

explanation. The “success rate” for the conventional robot was thus 33% (2 

out of 6, although here we only use the term “success rate” for convenience 

since the robot did not try to do correct the visitors). 

Body orientation of the visitors: 

From the recorded sensor data, we counted the number of visitors who 

successfully changed their body orientation to a direction between the robot 

and the painting after the robot employed a “pause and restart” at the 

beginning of its explanation. In 3 out of total 6 cases, the robot noticed that 

some visitors were not properly oriented. The robot employed “pause and 

restart” in all 3 cases, meaning its success rate at deploying the strategy 

was 100%. In 3 cases, 4 visitors out of 6 were incorrectly oriented. After the 

robot’s action 3 of them changed their body orientations appropriately. The 

total success rate was therefore 75% (the robot corrected 3 out of 4). 
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On the other hand, when the robot explained the exhibits as a 

conventional robot, 5 visitors in both groups were incorrectly oriented. Out 

of 5, 2 changed their body orientations towards the robot and the painting 

just after the robot began its explanation. The “success rate” for the 

conventional robot was thus 40% (2 out of 5). 

Face direction of the visitors: 

In 4 out of 6 cases, the robot noticed that some visitors face direction were 

not towards the robot or the exhibit. The robot employed “pause and restart” 

in all 4 cases, meaning its success rate at deploying the strategy was 100%. 

In 4 cases, 6 out of 8 visitors’ faces were directed elsewhere. After the 

robot’s action, 4 of them changed their face direction towards the robot or 

the exhibit. The success rate was 66% (robot corrected 4 out of 6). 

On the other hand, when the robot explained the exhibits as a 

conventional robot, 4 visitors’ face direction in both groups were not properly 

directed. Out of the 4, 2 shifted their faces properly just after the robot 

started its explanation for a success rate of 50% (2 out of 4). 

5.3.2.2  Reconfiguration of Spatial Formation 

The robot turns towards the exhibit 2 after explaining exhibit 1 to initiate 

the reconfiguration of an F-formation. After explaining exhibit 2, it moves 

back a little bit and turns towards the median vector of the two exhibits.  

We found from the sensor data that, 7 visitors out of the total 12 

repositioned themselves when the robot turns its body towards the exhibit 2 

after explaining exhibit 1, 9 out of 12 changed their position when the robot 

moves back a little bit and turns towards the median vector of two exhibits. 
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Therefore, the total success rate of the visitors’ repositioning was 67% 

(7+9=16 out of 12+12=24).  

In addition, 9 visitors out of 12 reoriented themselves towards the exhibit 

2 when the robot turns its body towards the exhibit 2 after explaining 

exhibit 1 and 10 visitors out of 12 shifted their body orientation in response 

to the robot when it moves back a little bit and turns its body towards the 

median vector of two exhibits. Therefore, the total success rate of the 

visitors’ body reorientation was 79% (9+10=19 out of the 24).  

We coded the following items for each participant based on our video data. 

In addition, we checked when each item begins and ends.  

 Attentional targets: Which painting did the robot talk about? 

 Gaze: Which painting did a participant look at? 

 Turn: Which painting did a participant finally turn toward? 

Figure 5.3 shows a sample from our coding. In the initial state, the guide 

robot talked about painting 1 (P1) by turning its body towards the P1 and 

at the same time visitor 2 (V2) also turned his body orientation to P1. At 

first, the guide robot began to turn towards P2. As soon as the guide robot 

fully turned its body toward the P2, V2 also began to turn his body 

orientation from P1 to P2. Finally, both the guide robot and V2 completed 

their turning towards the P2 and guide robot began to talk about P2.  

These results imply that if the robot wants to move visitors to give them 

better access to a target object, it is recommended that the robot rotates its 

body. Moreover, repositioning and reorientation of body are reasonable 

indications of the visitor’s intention of spatial reconfiguration. Once a 

spatial formation is configured in front of P1, disappeared when the robot 

rotated its body toward P2. So, to reconfigure spatial formation in front of 

P2, the visitors need to turn their body toward the P2. These results 

demonstrate that shifting robot’s body orientation is an effective attempt to 

change the body orientation of the visitors. 
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5.3.2.3  Subjective Evaluation 

After all sessions, we asked the participants to fill out a questionnaire for 

each condition (described in section 4).        Table 5.1 shows the 

questionnaire items. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.3: Example coding of behavior data (participants’ body orientation changes 

from P1 to P2). 

 

The measurement was a simple rating on a Likert scale of 1 to 7 with the 
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5-somewhat effective, 6-effective, 7-very effective (Figure 5.4). For the 

question “Did you feel that the robot was attentive to you during 

explanation?,” repeated measures of ANOVA revealed a significant 

difference between the two conditions (F (1, 11) =6.8, p = 0.024). For the 

question “Did you feel that the robot’s action make you more involvement in 

the explanation?,” ANOVA also showed a significant difference (F (1, 11) 
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=8.5, p=0.014). Finally, for the “Did you like the robot?”, here too repeated 

measures of ANOVA showed a significant difference between the two 

conditions (F (1, 11) =10.38, p=0.008). These results suggest the participants’ 

preference for our proposed robot and demonstrate the significance of guide 

robot being able to configure a proper spatial formation. 

 

             Table 5.1: Questionnaire items 

No. Questions 

Q.1 Did you feel that the robot was attentive to you 

during explanation? 

Q.2 Did you feel that the robot’s action make you more 

involvement in the explanation? 

Q.3 Did you like the robot? 

 

 

 

 

 

 

 

 

 

 

     

 

Figure 5.4: Results of subjective evaluation. 
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5.4  Chapter Summary 

In our previous study, we developed a spatial model for a guide robot to 

create a proper spatial formation to explain a single exhibit to the visitors. 

This model was extended to multiple exhibits in this study. We also 

investigated that the robot can change the position and body orientation of 

the visitors by rotating its own body during ongoing explanation and thus 

reconfigure the spatial formation arrangement. This ability is important for 

a museum guide robot because it encourages visitors to naturally assume 

the appropriate position for observing the target exhibit while the robot is 

explaining. 

5.4.1 Limitations 

So far, we assumed that the people and the guide robot have already met 

and started conversation. We assumed that the guide robot and visitors 

have established a common belief that they share the conversation, in the 

real world this is not generally the case. The next chapter addresses the 

situation before or just at the moment when they establish the common 

belief that they are sharing a conversation. 
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Chapter 6 

 Spatial Formation Model to Initiate 

Conversation 

Recent work in social robotics has enabled us to start developing humanoid 

robots that interact with people and support their regular activities. Current 

studies have explored that humanoid robots are suitable for communicating 

with humans. Social interaction between humans takes place in the spatial 

environment on a daily basis. We occupy space for ourselves and respect the 

dynamics of spaces that are occupied by others. In human-human 

interaction, to initiate conversation in a typical situation, one would stop at 

a certain distance orienting toward the target person, speak a greeting word, 

and find that they are engaging in a conversation. People do this 

unconsciously in daily life. On the other hand, in human-robot interaction, it 

is difficult for a robot to initiate conversation in such a way that humans do 

frequently in daily basis. For a social robot, initiating conversation is one of 

its fundamental capabilities. The robot needs to know every detail of human 

behavior to initiate conversation with humans.  

In human communication studies, there are not many studies about how 

humans initiate conversation beyond the basic facts that they stop at a 
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certain distance [14], start the interaction with a greeting [118], share a 

recognition of each other’s participation state [148], and arrange themselves 

in a spatial formation [13]. Recent studies have started to reveal more 

detailed interaction, e.g., side participants stand close to the participants 

and often become the next participant [149], but this new knowledge has so 

far been limited. Some robots were developed with the capability to 

encourage people to initiate interaction [150, 151, 152]. Those robots wait for 

people to approach them first, which is one strategy for robots to initiate 

interaction. We propose a museum guide robot that can interact in a natural 

way at the moment of initiation of conversation as shown in Figure 6.1. We 

specifically focused on spatial formation and gaze, which have been 

discussed as important factors in the literature on human communication 

[153]. 

6.1  Modified System Architecture 

Although there have been many studies focusing on tracking people in 

public space [27, 154, 155], only a few have attempted to localize a robot and 

track people simultaneously [28, 156]We have implemented our proposed 

model on a humanoid robot so that it can appropriately initiate conversation 

with visitors.  We use a humanoid robot Robovie-R Ver.3 in this experiment. 

The robot can move via wheels installed on the bottom, and can move its 

head and arms by controlling its joints. Its head, which incorporates eye 

cameras and an ear microphone, moves along three axes (Yaw, Roll and 

Pitch) like a human head. In order to estimate the location and orientation of 

the visitors in the vicinity, we employ a system using what we call a sensor 

pole on which two laser sensors are attached [154]. The system is capable of 
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tracking the location and orientation of the robot and the visitors 

independently at the same time.  

An overview of the sensor pole is shown in Figure 6.2. In this study, we 

propose a sensor pole consisting of two lager range sensors attached to a 

pole. Bothe the robot and visitors can be tracked easily just by placing this 

sensor pole in the corners of the rooms where the robot will work. Two 

Logicool USB cameras are installed on the chest of the robot body to detect 

and track the visitors’ faces and compute their directions. Assuming the 

human height 160 cm, the USB cameras are tilted up accordingly so that 

faces can be tracked accurately. In addition, science our system needs to 

perform in real-time situation, we developed our system on the GPGPU 

platform. Our system consists of three software units: the human and robot 

position and orientation tracking unit, the face detection and tracking unit, 

and the robot control unit. During its explanation of exhibit, the robot 

performs predetermined bodily non-verbal actions, such as facing towards 

the visitors, gesturing with its hands, and pointing at the exhibit. 

 

 

 

 

 

 

 

 

 

 

 

 

      Figure 6.1: Conceptual image of a museum guide. 
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     Figure 6.2: The sensor pole consists of two laser range sensors. 

6.1.1  Tracking Position and Orientation of Visitors 

A laser range sensor can measure the distance to the object on a horizontal 

plane and then map the distance data onto an image plane, as shown in 

Figure 6.3(left). This laser range sensor is installed at the shoulder level of 

visitors. The outline shape of a visitor’s shoulders can then be observed as 

shown in Figure 6.3(right). 

This outline portion of the visitor’s shoulders can be considered as part of 

an ellipse. Thus we use an ellipse for the model of the tracking target 

 

 

 

 

 

 

      Figure 6.3: Distance-mapped image generated by the laser range sensor. 

                           

 

 

 

 

 

Two laser range 

sensors are 

attached with the 

sensor pole

USB cameras

Two laser range 

sensors are 

attached with the 

sensor pole

USB cameras



                                                                                     

                                                                         6.1 Modified System Architecture         

113 
 

 

 

 

 

 

 

Figure 6.4: The shoulder outline can be modeled as an ellipse 

 

(Figure 6.4). The system tracks the locations and orientations of visitors by 

using a particle filter framework. 

We assume a coordinate system with its X and Y-axes aligned on the 

ground plane. The model of the tracking target is then represented with the 

center coordinates of the ellipse[x, y] and a rotation of the ellipse θ. These 

parameters are estimated in each frame by the particle filter. Using regular 

particle filters, we represent posterior distribution by a set of weighted 

samples that are propagated by a motion model and evaluated by an 

observation model. Here, we employ a simple random walk model for state 

propagation, and we evaluate samples based on the o observations of the 

 

 

 

 

 

 

 

 

Figure 6.5: Evaluation model formed by fitting an ellipse to the shoulder outline 

obtained by the laser range sensor. 
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laser range sensor. The likelihoods of the samples are evaluated from 

assessing the contour similarity between the model and the body outline 

partially observed by the laser range sensor. The contour observation model 

is shown in Figure 6.5. 

Specifically, i-th sample is generated at time t for each contour obtained 

from the image mapped from the distance data. The normal vectors of each 

point (the blue points in Figure 6.5), such as ‘b’ and ‘d’, are assumed as 

shown in Figure 6.5. The vectors from the position of the laser range sensor 

to the points are assumed to be ‘a’ and ‘c’. The system then calculates the 

inner product of the vectors for each point. If the result of the inner product 

is negative (a.b<0), the point is able to be observed by the laser range sensor. 

These observable points are dealt with as evaluation points (the deep blue 

points in Figure 6.5). Conversely, a positive inner product (c.d>0) indicates 

that the point is not able to be observed by the laser range sensor. Next, the 

distance between each evaluation point and the observed contour is 

calculated (dn). If the maximum distance of all dn is labeled as dmax , the  

likelihood of i-th sample at time t is calculated using equation 4 (described 

in chapter 3): 

        
       

     
 

  
                                                                                                            

The 
d   is decided on the basis of the distribution of dn. By calculating the 

expectation value across the samples, the system can estimate a visitor’s 

position and orientation. 

In our system, parallel computation of each evaluation point in each 

sample can be performed by using CUDA (Compute Unified Device 

Architecture) [157]. Consequently, the system performance will not be 

adversely affected by the number of visitors being tracked. Figure 6.6 shows 

the processing time of each frame as the number of tracking targets 
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increases. As can be seen, the processing time is not significantly increased 

as the number of visitors increase. 

 

 

 

 

 

 

 

 

Figure 6.6: The processing time per frame compared to the number of persons being 

tracked. The blue and red lines indicate the time needed for the CPU and GPU 

respectively. 

6.1.2  Tracking Location and Orientation of Robot 

To be effective, our system must be capable of tracking the location and 

orientation of the robot and the visitors independently at the same time. 

However, it is difficult to track the position and orientation of the robot by 

using the methods outlined above. Therefore, we added another laser range 

sensor to the Sensor Pole to observe the characteristic outline shape of the 

robot. We found that the most varied shapes are observed when the laser 

range sensor is placed at the visitors’ ankle level (about 15cm off the floor). 

Though the upper body of our robot is roughly similar in shape to that of a 

human, the lower body is quite different. In particular, the base section of 

the robot is shaped like a large circle which forms a vastly different shape 

from that of a visitor’s ankles as shown in Figure 6.7 and Figure 6.8. By 

observing these outlines the system is able to readily distinguish the robot 

from visitors. 
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Figure 6.7: Human legs and the robot’s base are distinctly observed. 

 

 

 

 

 

 

 

 

 

 

Figure 6.8: Sensor pole employs laser range sensor to track the position of the robot 

by using shape difference cues. 

 

Therefore, we set the second laser range sensor at ankle height to 

estimate the location of the robot. Consequently, the two laser range finders 

on our “Sensor Pole” are set at human shoulder height and ankle height. 

Although a simple mechanism, in that it consists simply of two laser range 

sensors affixed to a pole, this “Sensor Pole” device can estimate the location 

and orientation of visitors and the robot at the same time without requiring 

concern for sensor fusion. 

As mentioned above, the contour shape of the lower part of our robot is 

very different from that of the visitors. It is more similar to a perfect circle 

rather than an ellipse. Therefore, the contour of the guide robot is modeled 

as a circle for estimating its location. However, unlike the case with an 
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ellipse, when we track a robot by using a circle outline model, it becomes 

difficult to estimate the orientation of the robot. 

Therefore, we employ an electronic compass installed in the guide robot to 

obtain the robot’s orientation (Figure 6.9). Specifically, the system obtains 

the orientation from the electronic compass independently while tracking 

the position of the robot. Once the initial orientation is memorized, the 

system computes the difference between the current direction and the 

memorized direction to recognize the rotation angle. Consequently, the 

combination of the Sensor Pole and the digital compass enables us to 

estimate the location and orientation of both visitors and the robot at the 

same time. 

 

 

 

 

 

 

 

 

 

 

    Figure 6.9: The electronic compass is installed in the guide robot. 

6.1.3  Tracking Face Direction of Visitors 

The visitor’s head position and direction are tracked using the two Logicool 

USB cameras. We use an ellipsoid as a model to track the visitor’s head. The 

visitor’s head is modeled as shown in Figure 6.10(a). We assume a 

coordinate system represented by the X- and Y- axes aligned on the ground 
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plane, with the Z-axis representing the vertical direction from the ground 

plane. We assume that visitors walk without tilting their heads, and that 

therefore the orientation of a human head can be identified by θ 

representing the rotation around the Z-axis. Thus, the final head model of 

the tracking target is represented by center coordinates of the ellipsoid 

[x,y,z] and rotation of the ellipsoid θ. 

We use the variables )()()( ,, i

t

i

t

i

t zyx and )(i

t  in a sample )(i

ts for evaluating the 

likelihood using AdaBoost-based classifiers [144]. We evaluate samples by 

applying the AdaBoost-based classifiers over the projected image region and 

the number of stages passed in the cascade is employed as the likelihood of a 

human head. While an outline evaluation procedure is given below, a 

detailed account of the evaluation method is provided in [145]. Note that we 

use seven classifiers and that each classifier is trained respectively to detect 

a human head from a particular direction, such as front, 900 left, 900 right, 

and so on. 

 

 

 

 

 

 

Figure 6.10: (a) Human head model (b) Human face tracking based on particle filter. 

 

1) Project the sample’s variables )()()( ,, i
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t zyx and )(i

t at time t onto the USB 

camera image and obtain a projected position and size of the head. By 

considering the location and the direction of a head, we can also 

calculate the direction of a human head relative to the USB camera
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2) Extract the square image region corresponding to the head and 

extend it into a normal image based on its position and size. 

3) Resize the extracted image region to obtain an image region )(i

tg (e.g. 

24x24 sizes) as the input of the cascaded classifier. 

4) Select a classifier by considering the direction of a human head 

relative to the USB camera )(

,

i

camt . For example, if we use three 

classifiers such as front, 900 left, 900 right, then the front is selected in 

the case of -450 ≤ )(

,

i

camt ≤ 450, the 900 left is selected in the case of 450≤ 

)(

,

i

camt ≤ 1350, and so on. 

5) Apply the selected classifier to the image region )(i

tg and obtain the 

likelihood score of a human head )(

,

i

camtw . 

The result of human face tracking using the USB camera is shown in 

Figure 6.10(b). Basically, we track multiple target persons by using the 

particle filter independently. When a person is occluded by another person, 

the system terminates the tracking and when the person appears again, the 

system starts tracking again. We use the total likelihood value to decide 

whether the target person is occluded or not. 

6.2  Modeling of Initiation of Interaction 

We propose a model for a humanoid robot to appropriately initiate 

conversation. 

6.2.1  Identifying Visitors’ and Robots’ Transactional Segments 

Kendon suggested that humans make transactional segments that they can 

use to look at things, talk with others about them, and touch them [158]. In 
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this paper, we define a human’s transactional segment as the space in front 

of the person where there are no obstacles (objects and humans). When the 

angle between the forward direction of the human’s body and the vector 

from the human’s body center to an object/person is less than 90 degrees, 

and the distance between the human and the object/person is less than 

200cm, the object/ person is identified as the human’s target of attention 

(Figure 6.11). To initiate interaction, the guide robot needs to confirm that 

visitors’ and its transactional segments overlap to create a joint 

transactional space. Once the joint transactional space is created, the robot 

and the visitors may agree to maintain this space and the robot can initiate 

conversation. 

 

 

 

 

 

 

      Figure 6.11: Transactional segment. 

6.2.2  Control of Spatial Position and Initiation of Conversation 

A conversation can start only when both guide robot and visitors have 

established a common belief that they will share the conversation. The 

museum guide robot should choose the visitors who may be interested in the 

exhibit and want to listen to its explanation. The robot considers that 

visitors are interested in the exhibit if their body and face orientations are 

towards the exhibit for a while (five seconds in our experiment). It considers 

that visitors are interested in the robot and would like to listen to its 

explanation if their body and face orientations are towards the robot for a 
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while (five seconds in our experiment). If the robot finds such visitors, the 

robot proceeds to the next step to start conversation. For simplicity, we 

illustrate how the robot acts when there are two visitors in the following. 

6.2.2.1  All Visitors are looking Towards the Robot 

When all (two) visitors seem to pay attention to the guide robot (Figure 

6.12(a)), the robot carries out the following steps to initiate conversation: 

1) The robot turns its face and body towards the visitors. The angle 

between the two vectors from the robot to each visitor is calculated. 

The robot’s body orientation follows the median vector between the 

two vectors (Figure 6.12(b)). 

2) The robot then moves towards the visitors along the calculated 

median vector and stops at a position 100cm to 130cm from the 

visitors (Figure 6.12(b)). The transactional segment of the robot (TSR) 

and those of visitors 1 and 2 (TSV1 and TSV2) overlap to create a 

joint transactional space (Figure 6.12(c)). When the joint 

transactional space is created, the participants (the robot and the 

visitors) agree to maintain and control this space and start 

conversation. The robot then greets the visitors with an expression 

like, “Welcome,” while turning its head towards them and says, “May 

I explain the exhibit to you?” 

3) Next the robot moves to the appropriate position from where it can 

explain the exhibit comfortably (Figure 6.12(d)) and at the same time 

guides the visitors to the exhibit if the distance between the visitors 

and the exhibit is more than 120cm. The robot then starts the 

explanation of the exhibit. During its explanation of exhibit, the robot 

performs predetermined bodily non-verbal actions such as facing 
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towards the visitors, gesturing with its hands and pointing to the 

exhibits. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.12: Two visitors looking toward the guide robot. 

6.2.2.2  Some of the Visitors are Looking Towards the Robot 

When a visitor is looking towards the robot and the other is looking towards 

the exhibit (Figure 6.13(a)), the robot goes after the subsequent steps to 

initiate conversation: 
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Figure 6.13: One visitor looking toward the robot and another toward the exhibit. 

 

1) The robot first pays attention to the visitor looking at the robot by 

turning its face and body towards him/her. The robot’s body 

orientation follows the vector from the robot to the visitor. The robot 

then moves towards the visitor and stops at a position 100cm to 

130cm away from him/her (Figure 6.13(b)). 

2) They (the robot and the visitor) establish a joint transactional space 

by overlapping their transactional segments (Figure 6.13(c)). By 

creating the joint transactional space, they reach a belief that they 

can share conversation. The robot then greets the visitor with the 

expression, “Welcome,” and says, “May I explain the exhibit to you?” 
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3) Next the robot moves to the appropriate position from where it can 

explain the exhibit comfortably (Figure 6.13(d)) and at the same time 

guides the visitor to the exhibit if the distance between the visitor and 

the exhibit is more than 120cm. If the robot finds the other visitor 

(who is looking toward the exhibit) keep facing towards the exhibit, 

the robot invites him/her also to join the guide. The robot then starts 

the explanation of the exhibit. During its explanation of exhibit, the 

robot performs predetermined bodily non-verbal actions. 

6.2.2.3  All Visitors are Looking Towards the exhibit 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

         Figure 6.14: Two visitors looking towards the exhibit. 
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The guide robot takes the following steps when it finds two visitors are 

looking towards the exhibit (Figure 6.14(a)): 

1) When the guide robot finds visitors keep facing towards the exhibits for 

five seconds, the robot considers the visitors to be highly interested in 

the exhibit. In this case, the robot first approaches the visitors. The 

robot moves toward the visitors and stops near them. If all or any 

visitors notice the robot’s arrival and turn and keep their faces towards 

the robot, this turns out to be the first or the second case, respectively. 

Thus, the robot carries out the actions for each case.  Otherwise, the 

robot needs to stop near the visitors within their field of view 

(         Figure 6.14(b)). In this work, visitor’s field of view is set to a 150 

degree fan-shaped area in front of the body of the visitor (Figure 6.14(b)). 

In this case, the robot should also be at a position 100cm to 130cm away 

from the visitors (Figure 6.14(c)). 

2) When both robot and visitors meet gaze each other, they create a joint 

transactional segment (Figure 6.14(c)). The situation can be interpreted 

that they have reached an agreement to participate in the conversation. 

The robot then greets the visitors with the expression, “Welcome,” and 

says, “May I explain the exhibit to you?” 

3) Next the robot moves to the appropriate position from where it can 

explain the exhibit comfortably (Figure 6.14(d)). The robot then starts 

the explanation of the exhibit. During its explanation of exhibit, the 

robot performs predetermined bodily non-verbal actions. 

6.3  Experiment with Guide Robot 

We conducted an experiment to verify that our proposed model is useful for 

a mobile museum guide robot. 



                                                                                     

                                                                          6.3 Experiment with guide robot         

126 
 

6.3.1  Experimental Area 

The experiment was conducted in our laboratory, under the assumption that 

it was a small art museum. The experimental area was restricted to 350cm x 

350cm area. One painting was placed in one corner of the area and the robot 

with the proposed system waited in another corner (Figure 6.15). The sensor 

pole was placed to cover the experimental area. 

 

 

 

 

 

Figure 6.15: Experimental situation. 

6.3.2  Experimental Condition 

The robot based on our proposed model was compared with a robot that did 

not employ the proposed model. 

 

a) Proposed Robot: Robot behaves based on the model outlined in this 

paper. During its explanation of painting, the robot performs 

predetermined bodily non-verbal action. The timing of these 

nonverbal behaviors is programmed based on analyzing the 

videotaped interactions between human guides and visitors at the 

museum 

b) Conventional Robot: When the robot finds any visitor, it immediately 

moves to a location that is appropriate for explaining the painting and 
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starts explanation. It explains the exhibit with the same 

preprogrammed non-verbal behaviors as the proposed robot.  

6.3.3  Procedure 

A total of 20 graduate students (average age is 30) participated in the 

experiment.  We formed 10 groups with 2 members in each group. All 

students participated in the experiment group wise. They were asked to play 

the role of visitors who visit the art museum in various ways so that they 

could fully judge the appropriate behavior of each robot. The experiment 

used a within-subject design and the order of experimental conditions was 

counterbalanced. Participants were not informed of which robot was which.  

 

 

 

 

 

 

 

 

 

 

Figure 6.16: Example scenes from the experiment. 

 

Figure 6.16 shows experimental scenes using the proposed model. Two 

visitors are showing their interest by turning their bodies and faces towards 
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the guide robot (Figure 6.16(a)). In Figure 6.16(b), the guide robot turns its 

head towards the visitors. This serves as the robot’s acknowledgement of the 

interested visitors’ presence. The red double arrow in Figure 6.16(b) 

indicates that mutual gaze is established. The guide robot then moves 

towards the visitors and greet them (Figure 6.16(c)). Red circle in Figure 

6.16(c), indicates that a spatial formation if created. In Figure 6.16(d), the 

robot guides the visitors towards the exhibit. Finally the robot starts its 

explanation (Figure 6.16(e)). In Figure 6.16(e), guide robots reconfigure 

spatial formation in front of the painting before start its explanation. 

6.4  Experimental Results 

After the experiment, we asked participants to subjectively rate the robot’s 

effectiveness on a seven-point Likert scale, with the range: 1-very ineffective, 

2-ineffective, 3-somewhat ineffective, 4-undecided, 5-somewhat effective, 6-

effective, 7-very effective. The questionnaire items are shown in Table 6.1. 

  Table 6.1: Questionnaire items 

No. Questions 

Q.1 Do you think that the robot was able to greet you 

properly? 

Q.2 Do you think that the robot attended to you 

adequately? 

Q.3 Overall evaluation about the robot. 

 

In the experiment, two types of robots (the proposed and the conventional 

robot) were investigated. We conducted a subjective evaluation of the 

experiment among the participants. The data were analyzed by one-way 

analysis of variance (ANOVA), with the experimental conditions as the 
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within subject factor (repeated measures). The results of the experiment are 

as follows. For the question “Do you think that the robot was able to greet 

you properly?” (Figure 6.17(a)), the repeated measures of ANOVA reveal a 

significance difference between the two conditions (F(1,19=12.93, p=0.0019). 

The same was true for the question. The same was true for the question “Do 

you think that the robot attended to you adequately?” (Figure 6.17(b)), 

where the repeated measures of ANOVA also show a significant difference 

(F(1,19)=6.04, p=0.0236). Finally, for the participants’ overall evaluation 

(Figure 6.17(c)), here too the repeated measures of ANOVA show a 

significant difference between the two conditions (F(1,19)=7.79, p=0.0116). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.17: Result of subjective evaluation. 
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We compared the proposed model with another baseline model 

(conventional robot). These results suggest the participants’ preference for 

our proposed robot, and moreover demonstrate the significance and utility of 

guide robots being able to initiate interaction appropriately with visitors. 

6.5  Chapter Summary 

In real world, in human-human interaction, to initiate conversation, one 

would stop at a certain position toward the target person, speak a greeting 

word, and find that they are engaging in a conversation. In HRI, we believe 

that the capability of a robot to naturally initiate conversation is one of the 

major capabilities to be implemented in future museum guide robots. 

Although in many other research projects it is assumed that people and 

robots have already met and started interaction, in the real world this is not 

generally the case. Or, perhaps at an early deployment phase robots might 

not need to initiate interaction by themselves, as people would be interested 

in novel robots and walk over to the area in front of the robot. In such a case, 

robots don’t need to know the constraints of spatial configuration in the 

initiation of interaction. In contrast, when robots actually start to work in 

the real world, it needs to know the constraints of spatial configuration in 

the initiation of interaction. First meeting scenario occurs frequently in the 

case of museum tour guide. Therefore the capability to initiate conversation 

is vital for museum guide robots. In this study, we proposed a mobile 

museum guide robot system that can judge the behavior of visitors and 

initiate interaction with them accordingly. There are four contents in our 

proposed model: identifying interested visitors, greetings, guide, and 

explanation. This study paves the way for research on initiation of 
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interaction by guide robots although our proposed model has yet been tested 

in a specific scenario in laboratory experiments. 

6.5.1  Limitations 

An important limitation of our current systems is that it deals with the two 

participants at a time. Therefore, we do not know, what is effect of robot’s 

behaviors on the people in a multiple people scenarios, though our current 

system can track the position and orientation of maximum ten people. 

Moreover, we evaluate the system in a highly controlled environment; 

therefore, we do not know how it will perform in the real environment. In 

the real environment, different types of visitors visit the museum, where 

some of them may not be interested about the exhibit but only curious about 

the robot. In that case, robot may treat those visitors as interested visitors 

about the exhibits. 
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Chapter 7 

 Conclusion 

As robots enter the everyday physical world of people, it is important that 

they abide by society’s unspoken social rules such as respecting people’s 

personal spaces. In this thesis, we explore issues related to human personal 

space around robots, beginning with a review of the existing literature in 

human-robot interaction regarding the dimensions of people, robots, and 

contexts that influence human-robot interaction (HRI). 

Service robot plays very important role in human world. Establishment of 

spatial formation is a vital component for service robots. We analyzed video 

footages recorded at the National Japanese American Museum in Los 

Angeles in order to find out how expert human guides explain the exhibit/s 

towards multiple visitors. We analyzed these data from the perspective of 

creation of spatial formation. We are especially interested in how museum 

guide create spatial formation with the visitors.  

The primary focus of this dissertation is to develop a mobile museum 

guide robot that is capable to create and control spatial formations with the 

visitors in different situations. Towards these larger goals, this work has 

made a set of methodological, theoretical, and practical contributions. The 

methodological contributions include an interdisciplinary, integrated process 
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for designing, building and evaluating social behavior for social robots. 

These contributions are listed in Section 7.1. The theoretical contributions 

advance our understanding of human communicative mechanisms from a 

computational point of view and of people’s responses to theoretically based 

manipulations in these mechanisms when they are enacted by social robots. 

Section 7.2 summarizes these contributions. The practical contributions 

include the computational models of social behavior created for the empirical 

studies, which are described in Section 7.3. To designing this spatial 

formation model, we faced a number of technical and methodological 

challenges that remain significant bottlenecks in advancing the effective 

design for museum guide robots. Section 7.4 discusses these central 

challenges and provides a vision for how future work might address them. 

The last section in this chapter provides the closing remarks. 

7.1  Methodological Contributions 

This dissertation presents an incremental process for studying and 

designing human communicative mechanisms and a demonstration of an 

interdisciplinary research approach that combines techniques and methods 

from several research domains such as sociology, psychology, and human-

robot interaction. This process is helps to extract the design, and behavior 

variables from human social behaviors. In addition, it also helps to create 

computational representations based on extracted variables. This work 

created a number of experimental paradigms in which these computational 

behavioral models were manipulated and evaluate through subjective and 

quantitative measures that revealed the social and cognitive outcomes. 

Table 7.1 lists these contributions. 
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  Table 7.1: Methodological contributions 

Context Contributions 

All studies A theoretically and empirically grounded, interdisciplinary process 

for designing, implementing, and evaluating spatial formation 

model for mobile museum guide robots. 

Chapter 3 An experimental framework for studying how museum guide robot 

creates and control spatial formation in terms of distance 

constraints, face direction constraints, body orientation constraints, 

and FOV constraints with the visitors before start its explanation.  

An experimental framework for studying how guide robot escorts 

visitors to several exhibits and then reconfigure spatial formation in 

front of another exhibit.  

An experimental framework for studying how museum guide robot 

attracts the attention of the visitors using “pause and restart” 

strategy at the beginning of its explanation. 

Chapter 4 An experimental framework for studying how museum guide robot 

identifies interested bystander around itself during its ongoing 

explanation, invite him/her into the ongoing explanation session, 

and thus reconfigure spatial formation again. 

Chapter 5 An experimental framework for studying how museum guide robot 

changes the position and body orientation of the visitors by rotating 

its own body from one exhibit to another and thus reconfigure 

spatial formation during explanation of multiple exhibits 

collectively at a time. 

Chapter 6 An experimental framework for studying how museum guide robot 

initiates conversation with the visitors by judging their behaviors.  
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7.2   Theoretical Contributions 

The theoretical contributions of this work consist of a sets of new knowledge 

extracted from a psychology, sociology, cognitive science and human-robot 

interaction fields that helps a deeper understanding of human attention 

control mechanisms as applied to robots and their social/cognitive outcomes. 

Table 7.2 provides a detailed list of these contributions. 

 

Table 7.2: Theoretical contributions 

Context Contributions 

All studies Evidence that robot’s verbal action and employment of “pause and 

restart” lead to significant social and cognitive outcomes, 

particularly better feeling of attraction toward the robot, stronger 

feeling of contributing to create spatial formation with the guide 

robot. 

Chapter 3 Evidence that successful establishment of spatial formation 

requires: visitors should stand within robot’s FOV, with in 120 cm 

from the guide robot, and by turning their faces and body 

orientations towards the robot.  

Evidence that robot’s verbal action and employment of “pause and 

restart” affects the visitors to stand in proper position and to turn 

their faces and body orientations towards the guide robot and thus 

configure spatial formation.  

Chapter 4 Evidence that museum guide robot can identify interested 

bystander if they are found within social space and within robot’s 

FOV. 

Evidence that robot’s body turning towards the interested bystander 

and robot’s verbal action affect him to be included into existing 
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spatial formation.  

Evidence that turning back of robot’s body orientation towards the 

exhibit again allows the interested bystander to coordinate a 

spatial-orientaional move of his/her own, and which allow him/her 

access to the existing spatial formation and thus reconfigure spatial 

formation.  

Chapter 5 Evidence that museum guide robot can change the position and 

body orientation of the visitors by rotating its own body from one 

exhibit to another during explanation of multiple exhibits 

collectively and thus reconfigure spatial formation. 

Chapter 6 Evidence that guide robot can identify the body orientation, face 

direction, and the standing position of the visitors in different 

situations and move towards them ,  greet them, and guide them to 

the exhibit accordingly.   

Evidence that robot’s movement action and greeting behavior make 

the visitors to feel them comfortable to initiate conversation. 

 

7.3  Technical Contributions 

The technical contributions of this dissertation include a set of design, and 

behavioral variables for spatial formation mechanism of robots, and 

computational models of incremental spatial formation process that are 

created for empirical studies of this dissertation.

Table 7.3 illustrates a detailed list of these contributions. 
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Table 7.3: Technical contributions 

Context Contributions 

All studies Conceptually designed and implemented a spatial formation model 

for a mobile museum guide robot to perform the human robot 

interaction studies. 

A set of design, and behavioral variables for designing a spatial 

formation model for museum guide robots. 

Chapter 3 A computational model of creating spatial formation before starting 

of robot’s explanation is programmed in C, C++, and Opencv library 

functions. 

Chapter 4 A computational model of identifying and inviting interested 

bystander into existing spatial formation system is programmed in 

C, C++, and Opencv library functions.   

Chapter 5 A computational model of changing the position and body 

orientation of the visitors by rotating robot’s own body from one 

exhibit to another during explanation of multiple exhibits 

collectively is programmed in C, C++, and Opencv library functions.     

Chapter 6 A integrated computational model of initiating interaction with 

multiple visitors, guide them to the exhibit, and explain the exhibit 

is programmed in C, C++, and Opencv library functions. 

7.4  Future Works 

In this dissertation, we attempted to design a spatial formation model to 

museum guide robots-with understanding of human social behavior. To 

develop the spatial formation model, we used knowledge and methods from 
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a variety of research areas and made a number of design decisions on what 

knowledge and methods to use and how to use these resources. There are 

still several issues that have not been addressed in the current model. Some 

of these issues are discuss in the following. 

 

 Generalizability: We tested our proposed model for a specific scenario 

where two people were assigned to interact with the guide robot. 

Therefore, its generalizability is limited. It is possible that context 

affects the preference of a guide robot’s behavior. The strategies are 

required to interact with only the interested visitors among the 

multiple visitors. More studies are needed to explore the detail 

behavior of the guide robot during interaction with the interested 

visitors among a group of visitors in a busy museum. 

 Limited interaction: The guide robot actions we designed for the 

dissertation are limited and may be different from the behavior of an 

actual museum guide. Robots may need to show different types to 

behavior depending on the various complex situations. We need to 

explore more complex situation to create spatial formation and design 

appropriate behaviors for those situation. 

 Lose of participants from existing spatial formation: In this 

dissertation, we considered the case, where guide robot can identify 

and invite interested bystanders around itself and thus reconfigure 

spatial formation again. However, existing spatial formation may also 

lose the participants also. We need to explore the situation where 

people move away from the existing spatial formation and design 

appropriate robot’s behavior to reconfigure spatial formation after 

change of number of participants. 

 Size of the exhibits: In this research, we used medium size of exhibits 

(paintings) for the experiments. However, museum guide needs to 
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interact with the visitors while explaining large or small size of 

exhibits. In that case the standing position of the guide robot and the 

visitors may be different. We need to explore the case where guide 

robot explains large or small size of exhibits to the visitors and design 

spatial positional model to create spatial formation. 

 Controlled laboratory setting:  The research approach presented here 

used controlled laboratory experiments to understand the social and 

cognitive outcomes of the designed spatial formation model. Whether 

these outcomes could be obtained in less controlled environments is 

unknown. To prove the current approach will be effective beyond 

controlled laboratory settings, future work needs to also situate 

designed behaviors in real-world scenarios and contexts. 

7.5  Published Papers from the Study 

The following publications are a direct consequence of the research carried 

out during the elaboration of the thesis, and give an idea of the progression 

that has been achieved. 

 

Journals 

 Mohammad Abu Yousuf, Yoshinori Kobayashi, Yoshinori Kuno, 

Keiichi Yamazaki, and Akiko Yamazaki, “A Mobile Guide Robot 

Capable of Establishing  Appropriate Spatial Formations”, IEEJ 

Transactions on Electronics, Information and Systems, Vol. 133, No. 1, 

pp. 28-39, January 2013.  

 Mohammad Abu Yousuf, Yoshinori Kobayashi, Yoshinori Kuno, Akiko 

Yamazaki, and Keiichi Yamazaki, “Development of a Mobile Museum 

Guide Robot That Can Configure Spatial formation with Visitors”, 
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Intelligent Computing Technology, 8th International Conference, ICIC 

2012, Vol. 7389, pp. 423-432, LNCS, Springer, Heidelberg, 2012. 

 

International Conferences 

 Mohammad Abu Yousuf, Yoshinori Kobayashi, Akiko Yamazaki, 

Yoshinori Kuno, “Implementation of F-Formation and “Pause and 

Restart” for a Mobile Museum Guide Robot”, Proc. Of International 

Workshop on Multimodality in Multispace Interaction (MiMI), pp. 81-

92, Japan, 2011. 

 Mohammad Abu Yousuf, Yoshinori Kobayashi, Akiko Yamazaki, 

Keiichi Yamazaki, Yoshinori Kuno, “A Mobile Guide Robot Capable of 

Formulating Spatial Formation”, Proc. of 18th Korean-Japan Joint 

Workshop on Frontiers of Computer Vision (FCV), pp. 274-280, Japan, 

2012. 

 Mohammad A. Yousuf, Yoshinori Kobayashi, Yoshinori Kuno, Keiichi 

Yamazaki, Akiko Yamazaki, “Establishment of Spatial Formation by 

a Mobile Guide Robot”,  Proc. of 7th ACM/IEEE International 

Conference on Human-Robot Interaction (HRI), pp.281-282, Boston, 

USA, 2012. 

 Mohammad Abu Yousuf, Yoshinori Kobayashi, Yoshinori Kuno, 

Keiichi Yamazaki, and Akiko Yamazaki, “Model of Guide Robot 

Behavior to Explain Multiple Exhibits to Multiple Visitors”, Proc. of 

International Session of 30th Annual Conference of the Robotics 

Society of Japan (RSJ2012), pp. 83-86, Sapporo, Japan, 2012. 

 Mohammad Abu Yousuf, Yoshinori Kobayashi, Yoshinori Kuno, Akiko 

Yamazaki, and Keiichi Yamazaki, “How to Move Towards Visitors: A 

Model for Museum Guide Robots to Initiate Conversation”, 22nd IEEE 

International Symposium on Robot and Human Interactive 

Communication (RO-MAN2013), pp. 587-592, Gyeongju, Korea, 2013. 
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7.6  Closing Remarks 

I believe that the ability to naturally control spatial formations is important 

for a museum guide robot because in this way the visitors can acquire equal, 

direct, and exclusive access to the target object, just as with a human guide. 

In this dissertation, I proposed a model for a museum guide robot to create 

an appropriate spatial formation, known as an F-formation, in order to 

initiate interaction with multiple visitors in different situations. Based on 

our analysis of videos collected at real museums, I have found that a human 

guide always creates spatial formation with the visitors. Based on this, I 

developed a museum guide robot system that is able to move from one 

exhibit to another in a museum gallery, to appropriately establish spatial 

formation with the visitors in different situations. 

In this process, I employed methods and knowledge from a variety of 

disciplines (such as psychology, sociology, cognitive science, and robotics) 

and made a number of design decisions that were grounded in theory and 

empirical data. While further work remains in order to improve the validity 

of these decisions and the generalizability of the results, this dissertation 

provides a major step towards designing an important social capability for 

mobile museum guide robot robots using a theoretically and empirically 

grounded methodology. I believe that our proposed museum guide robot is 

able to offer an attractive guide performance.  
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Appendix A 

Data Collection Technique 

This appendix includes the methods or techniques used in this dissertation 

to gather the data from the human-human and human-robot interactions 

studies. To collect the data, we have analyzed some video footage recorded at 

the actual museums in order to find out how expert human guides explain 

the exhibit/s towards multiple visitors as well as questionnaire methods. 

The questionnaire data is collected in terms of Likert scale. 

A. Video Analyzing Based Method    Observation and analyzing of video 

footages of human-human interaction   is a useful data gathering technique 

at any stage during the system development. Early in design, observation 

helps designers understand the users’ context, tasks, and goals. Observation 

conducted later in the development, e.g., in evaluation, may be used to 

investigate how well the developing prototype supports these tasks and 

goals. Observation and analysis may also take place in the field, or in a 

controlled environment. In the former case, individuals as they go about 

their day-to-day tasks in the natural settings. In the latter case, individuals 

are observed performing specified tasks within a controlled environment. In 

this dissertation, we have used video footages collected from actual museum 
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to gather observational data. We analyzed these data from the perspective of 

creation of spatial formation. We are especially interested in how museum 

guide create spatial formation with the visitors. 

B. Questionnaire Based Method   Questionnaires are well-establish 

technique for collecting demographic data and users’ opinions. Effort and 

skill are needed to ensure that questions are clearly worded and the data 

collected can be analyzed efficiently. Questionnaires can be used on their 

own or in conjunction with other methods to clarify or deepen understanding. 

It is important that questions are specific; when possible, closed questions 

should be asked and a range of answers offered, including a ‘no opinion’ or 

‘none of these’ option. 

C. Likert Scale  A likert scale is a psychometric scale commonly involved 

in research that employs questionnaires. Likert scales are used for 

measuring opinions, attitudes, and beliefs, and consequently they are widely 

used for evaluating user satisfaction with systems. The purpose of this 

rating scale is to elicit a range of responses to a question that can be 

compared across respondents. This is good for getting people to make 

judgments about things, e.g., how easy, how effective, and such like. The 

success of Likert scales relies on identifying a set of statements representing 

a range of possible opinions and this scale is more commonly used because 

identifying suitable statements that respondents will understand easily. 

When designing Likert scale, issues that need to be addresses include: how 

many points are needed on the scale, how should they be presented, and in 

what form? Many questionnaires are used seven or five-point scales and 

there are also three point scales. Longer range is better, when asking 

respondents to make subtle judgments. In this dissertation, we have used 7-

point Likert scale to collect the participants’ impression on robot’s behaviors 

using questionnaire method where ‘1’ stands for definite no/very ineffective, 
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and ‘7’ stands for definitely yes/very effective (see in Figure A.0.1 as an 

example).  

 

 

 

 

 

Figure A.0.1: Likert scale 
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