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Equalisation of Time Variant Multipath Channels Using
Amplitude Banded LMS Algorithms
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SUMMARY  For the purpose of equalisation of rapidly time
variant multipath channels, we derive a novel adaptive algorithm,
the amplitude banded LMS (ABLMS), which implements a non-
linear adaptation based on a coefficient matrix. Then we develop
the ABLMS algorithm as the adaptation procedure for a lin-
ear transversal equaliser (LTE) and a decision feedback equaliser
(DFE) where a parallel adaptation scheme is deployed. Computer
simulations demonstrate that with a small increase of computa-
tional complexity, the ABLMS based parallel equalisers provide
a significant improvement related to the conventional LMS DFE
and the LMS LTE in the case of a second order Markov commu-
nication channel model.

key words: time variant multipath channel, linear transversal
equaliser, LMS algorithm, amplitude banded technique

1. Introduction

Data transmission over a number of communications
channels is restricted by the nonideal characteristics of
the channels, such as rapid time variation and multi-
path dispersion. This is typical on high-frequency (HF)
channels and mobile radio channels. In general, adap-
tive equalisation techniques [1] are used to achieve high
speed digital communications. However, rapidly time
variant characteristics can adversely affect the adaptive
equaliser performance, and as a result impair the effi-
ciency of communication. Therefore, it is desired to
develop an adaptive equaliser which robustly operates
in time variant environments.

A linear transversal equaliser (LTE) and a deci-
sion feedback equaliser (DFE) are commonly used for
communications channel equalisation. The DFE has a
similar computational complexity with the LTE, but
often provides better performance especially when the
channel has spectral zeros. On time variant multipath
channels, spectral zeros frequently occur. This seems
to be the main reason why the use of the DFE has
been proposed on troposcatter and HF channels [2]-
[5]. In an early work, Monsen deployed the least mean
square (LMS) algorithm to adapt the coefficients of the
DFE [2]. However, it was later observed that rapidly
time variant channels such as the HF channel limit the
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performance of the LMS DFE [3]. In [3]-[5], it was
shown that the DFE with coefficients adapted by the
recursive least square (RLS) algorithm provides better
performance than the LMS DFE. This advantage was,
however, obtained at the expense of much increased
computation. It is well known that the computation of
the RLS algorithm is, for each iteration, proportional
to M2, where M is the length of the filter, while that
of the LMS algorithm is proportional to M [7]. Even
if fast algorithms for the RLS are deployed, they still
require extensive computation, which are at least four
times larger than the computation of the LMS algo-
rithms [9].

On the other hand, for the purpose of time variant
channel estimation, Clark et al. [10] and McLaughlin et
al. [11] insisted that the LMS algorithm is more suit-
able than the RLS algorithm in the filter structure of
a transversal filter due to its cost-effectiveness. Fur-
thermore, recently, it was shown that in the case of
Markov communication channel models, the LMS and
RLS transversal equalisers behave roughly equivalently
[12],[13]. These reports make a motivation to deploy
the LMS algorithm in this paper as the adaptation pro-
cedure for the equalisers in time variant environments.

Although the use of the DFE is often preferred to
that of the LTE, it is necessary to note the fact that
the superiority of the DFE is not guaranteed if the de-
cision device involved in the structure of the DFE does
not output correct sequences (In [6], under the condi-
tion without decision errors, the superiority of the DFE
has been shown). The occurrence of decision errors in
the DFE is obviously true in rapid time variant envi-
ronments. This means that in such environments the
error propagation [8] in the feedback section of the DFE
leads to poor performance. The decision error problem
of the DFE is obviously dependent on the characteris-
tics of the channel and on the adaptive algorithm to be
deployed. Therefore, in this paper, the use of the LTE
is investigated as well as that of the DFE.

This paper proposes a novel technique for adap-
tive equalisers, the amplitude banded technique [14], to
cope with time variant multipath channels. The ampli-
tude banded technique implements a non-linear adap-
tation for the equaliser coefficients. The basic idea of
the amplitude banded technique is that if some degree
of freedom in a coefficient vector is permitted and if
the coefficients to be updated are selected in a control-
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lable fashion which is associated with the time variant
channel, the adaptation may work to effectively allevi-
ate the time variation of the channel. The amplitude
banded technique prepares a coefficient matrix to intro-
duce this degree of freedom. On the other hand, based
on the fact that one of the main distortions apparent
in a communication system is amplitude distortion, we
consider that the amplitude of the received sequence is
directly associated with the time variation of the chan-
nel. Therefore, in the amplitude banded technique, the
amplitude information is deployed to select the coeffi-
cients to be updated. Based on the amplitude level of
the received sequence, the equaliser coeflicients are, for
each iteration, selected from the elements of the coeffi-
cient matrix, and then updated.

In this paper, combined with the amplitude
banded technique, the LMS algorithm is improved and
the amplitude banded LMS (ABLMS) algorithm is de-
rived. The ABLMS algorithm is further developed as
the adaptation procedure for both the LTE and the
DFE, in which a parallel adaptation with the LMS al-
gorithm is implemented. The ABLMS adaptation to be
implemented in the parallel fashion induces and retains
rapid tracking against time variant multipath channels,
with a small increase of computation. We demonstrate
the performance of the ABLMS-LMS parallel equalis-
ers by computer simulations. The results show that
the novel equalisers provide better performance than
the conventional LMS LTE and LMS DFE. It is also
shown how the ABLMS algorithm is affected by the
selection of the filter structures of LTE and DFE.

2. Adaptation Procedure

This paper deals exclusively with the training mode of
channel equalisation. Therefore, the results provided
are ideal ones to be achieved by the proposed equalis-
ers, as a periodic combination of the training mode and
tracking mode is usually required in a practical system,
where some deteriorations of performance could be ex-
pected.

2.1 Channel Model

The channel is assumed to be a discrete-time finite
impulse response channel corrupted by additive noise.
Thus if u is the transmitted sequence, the output of
the channel is a noise-corrupted sequence xy given by

L1
Tp = Z hi(k)uk—; + ng (1)
i=0

where ho(k), hi(k),...,hr—1(k) is the channel impulse
response and ny is a Gaussian white noise uncorrelated
with U .
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2.2 ABLMS Algorithm

For the standard LMS algorithm (normalised version),
the tap coefficient vector c(k) is updated by the follow-
ing equation:

1
T BT P @)
where x(k) is the input vector, € is the output er-
ror sequence, and p and [ are constant parameters
to control the convergence. When c(k) and x(k) are
given by c(k) = (co(k), c1(k), ...,car—1(k))T and x(k) =
(T, Tp_1, -, Th_nr1) ", respectively, Eq.(2) provides
the adaptation procedure for an M length LTE.

For the amplitude banded algorithm to be pro-
posed here, in the case of an LTE, a Q by M co-
efficient matrix C,(k) is prepared, elements of which
are given by ¢;;(k),i = 1,2,...,Q,j = 1,2,..., M. The
Ca(k) is initialized at k& = 0 where all the elements
are set to zero. For the adaptation of the algorithm,
the elements of C,(k) are updated based on the oper-
ation of switching the elements to be updated. Specif-
ically, among the @ by M elements of C,(k), only
M elements, cq;y;(k),j = 1,2,..., M, are selected for
each iteration and a coefficient vector is set as c,(k) =
(cqy1(k), cq2)2(k), -.es cq(M)M(k:))T where ¢(j) is an in-
teger and determined based on the amplitude level
of each element xj_j;y1 of the input vector x(k) for
i=1,2,..., M as follows:

if |zk—jr1| < Amae/@, then ¢(5) = 1.

if Am(m/Q < |xk—j+1| < 2Amaw/Q7 then Q(]) =2.
if 2Amaz/Q < |xk*j+1| S 3Amaz/Q7 then q(]) =
3.

c(k+1)=c(k)

i (Q = 1) Amas/Q < |7k 1], then (j) = Q.

The A,,q, denotes the maximum amplitude of the re-
ceived sequence and @ corresponds to a division num-
ber to classify the level of the amplitude of the received
sequence. The output of the filter whose coefficient vec-
tor is ca(k) is obtained by convolution between c, (k)
and x(k). Thus the coefficient vector is also updated
by the LMS algorithm (2), but where c(k) should be re-
placed by ca(k). This algorithm provides the ABLMS
algorithm for an M length LTE.

The maximum amplitude of the received sequence,
Apaz, should be measured from the received sequence
before the equaliser is implemented. Accurate estima-
tion of A4, is desired, but slightly inaccurate esti-
mation may be also acceptable. This is because the
range of the amplitude corresponding to ¢(j) = @ is not
severely restricted, and occurs with the lowest proba-
bility compared with the other range cases.

As an example, consider that the equaliser length
is M =5 and the input vector is given by
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x(k) = [0.3,—0.15,0.65,—0.5,0.1]T. (3)

The A4 and @ are assumed to be 0.8 and 4, respec-
tively, here. In this case, a 4 by 5 coefficient matrix

Cll(k‘) Clg(k‘) Clg(k‘) (314(k‘) 615(k‘)
Ca(k)=

is prepared. Since each element of x(k) produces ¢(1) =
2,q(2) =1, q(3) = 4, q(4) = 3, and ¢(5) = 1, the
coefficient vector c,(k) becomes

ca(k) = [c21(k), c12(k), cas(k), csa(k), c15(k)]". (5)

This vector is updated by the LMS algorithm, and then
the updated coefficients co1 (k+1), c12(k+1), caz(k+1),
csa(k + 1), c15(k + 1) are inserted into the coefficient
matrix C,(k + 1). For the next iteration, a coefficient
vector is again built up based on the elements of the in-
put vector, and then updated by the LMS algorithm. In
such a fashion, all the elements of C,(k) are adapted as
the algorithm is iterated, because the input sequence is
randomly distributed on time variant multipath chan-
nels.

3. Properties of the ABLMS Algorithm
3.1 Analysis

Adaptive equalisation in rapidly time variant environ-
ments has never been understood analytically so far.
In this paper, however, we set out to analyse the be-
haviour of the proposed ABLMS algorithm by resorting
to an indication of the degree of time variation.

As suggested by Macchi [15], in a rapidly time vari-
ant case, the degree of time variation is dominated by
variation noise which is a filter output noise caused by
the time variation. The variation noise is described by

ty = T (k — D)x(k) (6)

where T(k — 1) is a vector to indicate the time in-
crements of the optimal filter coefficient (in our case,
the optimal filter is an equaliser whose coefficients have
time changing). If the optimal coefficient vector of an
LTE involving the LMS algorithm is described by €(k)
at time k, then T(k — 1) is given by

Trms(k—1) =¢€(k —1) — (k). (7)

In this case, the variation noise of the LTE involving
the LMS algorithm is given by

tM® = Thyg(k — 1)x(k). (8)

For the LTE involving the ABLMS algorithm, the
time increments of the optimal coefficient is given by

TAB(k - 1) = éa(k - 1) - éa(k) (9)
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And, the variation noise is given by
2B = T 5 (k — 1)x(k). (10)

The ABLMS algorithm is based on equi-partitioning
the range of the equaliser input into @) ranges, and on
updating equaliser coefficients corresponding to each
range. Thus, whenever the input sequence zj is al-
located to one range among () ranges, the coefficient
corresponding to the one range is always selected and
updated. This means on the contrary that if the set of
Ca(k) is determined and settled somehow, the range of
the amplitude the input sequence has is decreased by
a factor of @ for each range. Then, the variation noise
of the LTE involving the ABLMS algorithm is related
with that of the LTE involving the LMS algorithm as

B ) = GBS ()
where E denotes expectation operation. Equation (11)
indicates that in essential, the ABLMS algorithm is less
affected by the time variation of the channel than the
LMS algorithm. As the division number @ for the am-
plitude banding increases, the variation in each range
may approach a stationary state.

On the other hand, the relation between the co-
efficients to be updated for the ABLMS algorithm is
very similar with that between the coefficients to be up-
dated for an adaptive algorithm using decimated sam-
ples. In [16] and [17], it is reported that utilising all
decimated samples (the decimated sample and samples
discarded by the operation of decimation) for each iter-
ation, the convergence speed of the gradient lattice and
LMS algorithms is accelerated. This result is supported
by the fact that the decimated samples have the same
statistics. The coefficients updated by each decimated
sample become statistically related. Therefore, by the
use of the statistically related coefficients, the conver-
gence speed of an adaptive filter is accelerated. For
the ABLMS algorithm, the coefficients to be selected
and updated for each iteration are strongly associated
with the previously updated coefficients for each range,
because the pattern of the channel impulse response
is determined from the amplitude of the received se-
quence. This means that for the ABLMS algorithm,
Cq(5)j (k) and cq(;);(k — 1) where [ is a positive integer
are statistically related. By this property, although all
elements of the coefficient matrix are not updated for
each iteration, the convergence speed for the ABLMS
algorithm will not deteriorate; rather it will be pre-
served adequately. Therefore, combined with the nice
property being less affected by the time variation of the
channel, the equaliser involving the ABLMS algorithm
as a result accomplishes faster tracking in rapidly time
variant environments.

3.2 Simulation Examples

We now show an example to illustrate the performance
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Algorithm
Fig.1 Configuration of an LTE involving the ABLMS

algorithm.

of the ABLMS algorithm. The ABLMS algorithm is
used as the adaptation procedure for an LTE depicted
in Fig. 1. The channel is assumed to be given by

Channel 1: Hy(z) =1+ sin (%k) z7t (12)

where T is the period to control the rate of time vari-
ation of the channel. The input is a pseudo-random
sequence with values of +1 or —1. This channel model
may not be realistic, because the time variant coeffi-
cient is deterministic. However, by using this channel
model we can investigate the capability of the equaliser
only against the time variation of the channel. Usually,
the performance of the equaliser may be affected by ad-
ditive noise, time variation and phase characteristic of
the channel. It should be noted that channel 1 is always
minimum phase, resulting in that setting of no delay for
the desired sequence, d = 0, is permitted. Thus, if the
power of the additive noise is negligible, then we can in-
vestigate only the tracking performance of the equaliser
against the time variation, which means pure tracking
performance. We chose the parameter of the channel
as T = 3000, and applied the ABLMS algorithm to
the channel output, with the parameters of y = 0.3,
(3 =0.05 and M = 6. The division number was chosen
as Q = 2 where A, = 2.0 was assumed. The addi-
tive noise was —50dB. The convergence curve, which
is the average of 100 individual trials, is illustrated in
Fig. 2 where the ABLMS and LMS algorithms are com-
pared as the adaptation procedure of LTE. The LMS
algorithm was used under the same conditions as those
in the ABLMS algorithm. From Fig. 2, we see that the
initial convergence speed of the ABLMS algorithm is
inferior to that of the LMS algorithm. This is because
for the ABLMS algorithm, all coefficients correspond-
ing to each band based on the amplitude level, which
are 2 by 6 coefficients in the above case, must be ad-
justed, while for the LMS algorithm, only coefficients of
the vector, which are 6 coefficients, are adjusted. How-
ever, as suggested in [15], tracking is not a transient
problem, but a steady state problem. Hence, the per-
formance of the equaliser in time variant environments
is not affected by the initial convergence time. We see
that the ABLMS algorithm has the potential to provide
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Number of lterations

Fig.2 Convergence of the LMS algorithm (dotted line) and
ABLMS algorithm with @ = 2 (solid line) on channel 1.

Mean Square Error [dB;

. < . L '
500 1000 1500 2000 2500 3000
Number of Iterations

Fig.3 Convergence of the LMS algorithm (dotted line) and
ABLMS algorithm with @ = 6 (solid line) on channel 1.

superior tracking performance to the LMS algorithm,
this is obviously visualised from k& = 500 to 1100 and
k = 2000 to 2600 where the ABLMS algorithm pro-
vides lower mean square errors (MSE). Because both
algorithms commonly use the LMS algorithm, and in
this simulation the same parameters were set, we de-
duce that for these durations of k, the ABLMS algo-
rithm effectively worked against the time variation of
the channel.

The ABLMS algorithm involves a nonlinear oper-
ation being selection of the coefficients to be updated
for each iteration. Unfortunately, this nonlinearity may
not always attain the above-mentioned superior track-
ing performance, as found in Fig.2. This is because
although the pattern of the channel impulse response
is determined under the necessary condition from the
amplitude of the received sequence, it cannot be done
under the sufficient condition. Therefore, when the
pattern of the equaliser coefficients selected based on
the amplitude division drastically changes, sometimes
the tracking performance may become worse. However,
once the equaliser coefficients are adapted for the se-
lected pattern, the ABLMS algorithm converges quickly
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due to less influence of the time variation on the adap-
tation process. As a result, the recovery time of the
ABLMS algorithm is very short. These are observed
from k£ = 1100 to 1500, & = 1500 to 1600 and k& = 2600
to 3000 in Fig.2. Figure 3 shows the results for the
case of Q = 6 in the above simulation. The LMS con-
vergence curve is common in Figs.2 and 3. Figure 3
confirms again the superior tracking and quick recovery
the ABLMS algorithm provides, although the ABLMS
algorithm makes more spikes on the convergence curve.
However, such undesired tracking the ABLMS algo-
rithm provides can be easily remedied by modifying
the filter structure. In Sect.4, we will show that the
ABLMS algorithm provides good performance by be-
ing aided by the standard LMS algorithm in a parallel
form.

4. Filter Structure
4.1 Parallel Structure

Figure 4 illustrates the parallel structure for the
ABLMS algorithm proposed in this paper. In the paral-
lel structure, two LTEs for the ABLMS and LMS algo-
rithms are simultaneously updated based on the error
sequences e, and ey, respectively. The comparator
provides fr = eqr if (ear)? < (ex)? and fi = e other-
wise. Based on the comparator output, the combined
equaliser outputs y,r when fr = eqr, and y; when
fr = er. Figures 5 and 6 show the convergence on
channel 1 of the ABLMS-LMS parallel LTE illustrated

IEICE TRANS. FUNDAMENTALS, VOL.E84-A, NO.3 MARCH 2001
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Fig.5 Convergence of the LMS LTE (dotted line) and
ABLMS-LMS LTE with @ = 2 (solid line) on channel 1.

Mean Square Error (d8]
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Fig.6 Convergence of the LMS LTE (dotted line) and
ABLMS-LMS LTE with @ = 6 (solid line) on channel 1.
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Fig.4 Configuration of the ABLMS-LMS parallel LTE.
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in Fig.4. The simulation conditions are the same as
those in Figs. 2 and 3, respectively. From Figs. 5 and 6,
we see that better tracking the ABLMS provides is re-
tained in the parallel form, and the ABLMS-LMS par-
allel LTE totally provides better performance than the
LMS LTE. Also, from Figs.5 and 6 it is observed that
the ABLMS based LTE with @ = 6 provides better
MSE performance than that with @Q = 2. We refer to
the configuration for the equaliser shown in Fig.4 as
the ABLMS-LMS LTE through this paper.

The ABLMS-LMS LTE would provide at least the
same performance as the LMS LTE, because even if the
ABLMS algorithm itself provides poorer tracking, it is
always compensated by the use of the LMS algorithm.
On the contrary, if the adaptation of the ABLMS algo-
rithm effectively works, the ABLMS-LMS LTE would
always provide more rapid tracking than the LMS LTE.

4.2 Extension to DFE

The ABLMS-LMS LTE can be straightforwardly ex-
tended to its DFE version. When c(k) and x(k) are
replaced by ¢/(k) = (co(k),c1(k), ..., eapens,—1(K))T
and X/(k‘) = (Z‘k, Th—1y--- 7xk—Mf+17 '&k—d—la ﬂk_d_g,
ooy Gig—a—nr, )T, Tespectively, Eq. (2) becomes the adap-
tation procedure for an My + M, length DFE, where
Up_q 1S an estimate of the transmitted sequence de-
layed by d, and My and M, are the length of the feed-
forward and feedback filters, respectively. Thus, using
ca'(k) = (cquy1(k), cq(2)2(k), .., Cq(atp+an)nry 401, (K)) T
and x’(k) instead of ca(k) and x(k) in the ABLMS al-
gorithm for an M length LTE, we have the ABLMS al-
gorithm for an My + M, length DFE. The DFE version
of the ABLMS-LMS LTE, the ABLMS-LMS DFE, is
constructed in parallel with the LMS DFE, in the same
fashion as the ABLMS-LMS LTE. For the ABLMS-
LMS DFE, two LTEs in Fig.4 are replaced by two
DFEs. For the same reason as that in the ABLMS-
LMS LTE, the ABLMS-LMS DFE would provide more
rapid tracking than the LMS DFE.

4.3 Computational Complexity

In practical situations, an equaliser whose filter length
is larger than a couple of tens is often required. In
such cases, if the division number @ in the ABLMS
algorithm is selected moderately (as clearly shown in
Fig.5, even under the setting of @ = 2, the ABLMS
algorithm provides an improvement), then the com-
putational complexity for switching the coefficients to
be updated may be comparatively less, and the major
computation may be dominated by the LMS adapta-
tion. In this case, the computational complexity of the
ABLMS algorithm approximately becomes equivalent
to that of the LMS algorithm. This is obvious from
that the ABLMS algorithm with setting Q = 1 reduces
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to the LMS algorithm. However, the ABLMS algo-
rithm needs the aid of the LMS algorithm as shown
in Fig.4. Thus, the whole computational complexity
required to implement the ABLMS-LMS LTE is ap-
proximately twice that required to implement the LMS
LTE, but this is much less than that required to do the
RLS LTE or the RLS DFE. Although several fast al-
gorithms for the RLS adaptation have been proposed,
they still require extensive computation relative to the
LMS adaptation, and usually suffer from the numeri-
cally unstable problem.

The ABLMS-LMS DFE also requires a similar
computational complexity to the ABLMS-LMS LTE.

4.4 Discussion

One possible equaliser structure to be created from the
configuration of the ABLMS-LMS LTE in Fig. 4 is that
of an LMS-LMS parallel LTE. We are interested in the
LMS-LMS LTE in which a different step size is used for
each LMS LTE. To investigate the performance of the
LMS-LMS LTE, we used channel 1 where the parameter
T was set to 3000 and the additive noise was —50dB
again. The step size of one LMS LTE was set to p = 1.0
and that of the other LMS LTE was set to u = 0.5. For
both LMS LTEs, 8 = 0.05 and M = 6 were commonly
set.

For the purpose of comparison, the ABLMS-LMS
LTE was implemented under the same conditions where
the ABLMS LTE was adapted with the step size p =
1.0 and the LMS LTE was done with ¢ = 0.5. The
division number and maximum amplitude were set to
Q = 2 and A, = 2.0, respectively. Furthermore,
we implemented the standard RLS LTE on the same
channel under the same conditions with the forgetting
factor of 0.94.

Figure 7 shows the comparative results. The be-
haviour of the ABLMS-LMS LTE is almost the same
as that of the LMS-LMS LTE at a wide range of k,

ware Excor [d8}
1 ;

Mean Sg
.

~40f

L \ L n 1
[} 500 1000 1500 2000 2500 3000
Number of lterations.

Fig.7 Convergence of the LMS-LMS LTE (dotted line), RLS
LTE (dashed line) and ABLMS-LMS LTE with Q = 2 (solid line)
on channel 1.
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but it is observed that the MSE the ABLMS-LMS LTE
is lower from k = 500 to 1100 and k& = 2000 to 2600.
The RLS LTE behaves similarly with the ABLMS-LMS
LTE from k& = 500 to 1100 and k& = 2000 to 2600 where
the MSE the RLS LTE provides is lower than that the
LMS-LMS LTE provides. However, as observed from
k = 1300 to 1700 and k£ = 2800 to 3000, the MSE the
RLS LTE provides is not always lower than that the
ABLMS-LMS LTE and LMS-LMS LTE provide. Chan-
nel 1 is unequalisable at £ = 750 and k& = 2250 where
the zero the channel has is located on the unit circle
in the z plane. The ABLMS-LMS LTE providing a
lower MSE near at k = 750 and k = 2250 may invoke a
lower bit error rate (BER). Therefore, Fig. 7 indicates
that the ABLMS algorithm has the potential to pro-
vide superior tracking performance to the conventional
adaptive algorithms.

5. Performance on Multipath Channels

To further evaluate the performance of the ABLMS-
LMS LTE shown in Fig.4, we deploy a Markov com-
munication channel model. The channel is given by

Channel 2 : Hy(2)=ho(k)+hy (k)2 +ho(k)z 2
(13)

where the time variant coeflicients, ho(k), hi(k) and
ha(k) are generated by passing a Gaussian white noise
through a second order Butterworth filter which is de-
signed with a sampling rate of 2400 sample/s. For this
channel model, the channel fade rate can be quoted as
the 3dB bandwidth for the Markov process. The input
sequence of both channels is a pseudo-random sequence
with values of +1 or —1. Channel 2 corresponds to an
HF channel model Hs(z) used in [4].

Figure 8 illustrates the convergence on channel 2
with a fade rate of 2Hz (an example of the trajectory
of the generated coeflicients for channel 2 is shown in
Fig.9) where the ABLMS-LMS LTE and LMS LTE are

Mean Square Error [dB]

500 1000 1500 3000 2500 3000

Number of Iterations
Fig.8 Convergence of the LMS LTE (dotted line) and
ABLMS-LMS LTE (solid line) on channel 2 with a fade rate of
2Hz.
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compared. The equalisers have the same filter length
M =9 and delay d = 4. The constant parameters of
both equalisers have been set to p = 0.5 and 3 = 0.05.
The additive noise is —50dB. As will be described in
the sequel, the setting of the delay in this channel model
has been optimised to provide the best performance for
both equalisers. Therefore, if the noise level is much
lower, we can investigate the tracking performance of
both equalisers against time variation. The average of
100 individual trials has been given in Fig. 8. Figure 8
shows the MSE results at the steady state, which are
around —10dB. Because the noise is —50dB, the MSE
levels for both equalisers are much higher than the noise
level. Therefore, in Fig. 8 the ABLMS-LMS LTE results
in a significant lower value for the steady state of the
MSE, this figure indicates that the ABLMS-LMS LTE
has accomplished more rapid tracking against the time
variation of the channel

Figure 10 shows the BER performance of the LMS
LTE, LMS DFE, ABLMS-LMS LTE and ABLMS-LMS
DFE against additive noise on channel 2 with a fade
rate of 2 Hz. The equalisers have the filter length M =9

0.5

Tap Values
=
4
o
°
®
\
N
7
I

Tap2

) !
4 500 1000 1500 2000 2500 3000
Number of lterations

Fig.9 An example of coefficient trajectory for channel 2. The
Taps 1-3 correspond to ho(k), h1(k) and ha(k), respectively.
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Fig.10 Bit error rate performance against additive noise on

channel 2 with a fade rate of 2Hz. The ABLMS-LTE and

ABLMS-DFE correspond to the ABLMS-LMS parallel LTE and

ABLMS-LMS parallel DFE, respectively.
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Fig.11 Equaliser order dependency for the LMS LTE and
LMS DFE on channel 2 with a fade rate of 2Hz and a signal-
to-noise ratio of 20 dB. The equaliser order corresponds to M — 1
for the LTE and My + M, — 1 for the DFE. For the LTE, the
delay is set to (M — 1)/2. For the DFE, M, is fixed on M, = 2.

for LTEs and My = 5 and M, = 2 for DFEs, and de-
lay d = 4, both of which provide the best performance
for the filter structure, respectively, as shown in Fig. 11.
In Fig. 10, the constant parameters for both filter struc-
tures have been set to u = 0.5 and § = 0.05, respec-
tively. These have been also optimised to achieve the
best performance for each adaptive algorithm. The di-
vision number of the ABLMS algorithm has been set
to @ = 6. It will be shown in Sect. 6 that this selection
is adequate. Figure 10 reveals the robustness for each
equaliser against additive noise, and clearly shows that
the amplitude banded equalisers provide performance
improvements. Also, Fig.10 shows that based on the
structure of the LTE rather than the DFE, the ABLMS
algorithm provides better performance.

Carefully looking at Fig.11, we notice that the
DFE is more sensitive to the equaliser order than the
LTE. This is because for a DFE, the effect of noise en-
hancement by the feedforward filter is enhanced by the
feedback filter as the filter order is increased. This un-
desirable feature visualised for the DFE on time variant
channels may motivate the use of the LTE on time vari-
ant channels, because the difference between the opti-
mal BER achieved by the LTE and that by the DFE is
slight, as shown in Fig.11.

Figure 12 is an illustration of the BER performance
against channel fade rates on channel 2 with a signal-
to-noise ratio (SNR) of 20dB where the LMS LTE,
LMS DFE, ABLMS-LMS LTE and ABLMS-LMS DFE
are again compared. The conditions of all the equalis-
ers are the same as those in Fig.10. Figure 12 shows
that especially in the range of fade rates from 0.5 to
2Hz, which are often encountered in practical situa-
tions, the ABLMS-LMS LTE significantly outperforms
the ABLMS-LMS DFE as well as the LMS DFE. Also,
it should be here noted that the ABLMS-LMS LTE has
the potential to achieve acceptable BER less than 1072,
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Fig.12 Bit error rate performance against channel fade rates

on channel 2 with a signal-to-noise ratio of 20 dB.

6. Nonuniform Division

All previous results of the ABLMS based equalisers
were obtained based on a uniform division of the ampli-
tude of the received sequence, as described in Sect. 2. In
deriving the ABLMS algorithm, the use of uniform divi-
sion seems to be natural due to simplicity. However, in
the case of a time variant channel such as HF, it may be
possible to utilise the information of distribution of the
amplitude value of the received sequence in the scheme
of the ABLMS adaptation. In this section, noting the
fact that the distribution of instantaneous amplitude
of a time variant channel output is not uniform, we set
out to improve the performance of the ABLMS based
equalisers. In particular, we consider the improvement
of the ABLMS-LMS LTE, because the ABLMS-LMS
LTE provides better performance than the ABLMS-
LMS DFE in a practical range of fade rates of the chan-
nel, as shown in Sect. 5.

The idea is that if the rate of selection of co-
efficients from the coefficient matrix for the ABLMS
adaptation is averaged, the tracking performance the
ABLMS algorithm provides may be improved. This
is because the distribution of the amplitude of the re-
ceived sequence is approximately Gaussian, resulting in
the ABLMS adaptation which at a high rate selects and
updates the coefficients corresponding to a low ampli-
tude range of the received sequence. And, basically, as
the division number increases, the ABLMS-LMS LTE
is inclined to provide better performance. Compari-
son of the convergence in Figs.5 and 6 suggests this.
Furthermore, as will be shown below, at least for the
division numbers less than 20 this is true on a second
order Markov communication channel. Therefore, if the
same number of the amplitude division is assigned to
the ABLMS adaptation, then it is better to use a nar-
row division in the region of small amplitude and to use
a wide division in the region of large amplitude. Based
on such a principle, in the improved scheme, instead
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Fig.13 Bit error rate performance of the ABLMS-LMS LTE
with uniform and nonuniform divisions on channel 2 with a fade
rate of 2 Hz in a signal-to-noise ratio of 20dB.

of the uniform division used for the ABLMS algorithm
to classify the amplitude of the received sequence, a
nonuniform division is used as follows:

if |2k—j41] < Amaz/S, then ¢(j) = 1.

if Apaz/S < |Trp—jt1] < 3Amaz/S, then ¢(j) = 2.
if 3Amaw/Q < |xk—_]+1| < 6Amaw/‘9 then Q( )
3.

if (S —Q)Amasz/S < |Tk—jt+1], then ¢(j) = Q.

where S = Q(Q+1)/2. This nonuniform amplitude di-
vision, each class produced by which is increased by an
equivalent distance, invokes a case in which the inclined
selection of coefficients from the coefficient matrix for
the ABLMS adaptation is alleviated.

Figure 13 shows how the performance is dependent
on the number and form of amplitude division used in
the ABLMS-LMS LTE in the case of channel 2 with a
fade rate of 2Hz and a SNR of 20dB. Figure 13 shows
that the ABLMS-LMS LTEs are inclined to decrease
the BER as the division number @ increases. It is ob-
served that the setting of @Q = 6 for the simulations in
Sect. 5 is sufficient for the ABLMS-LMS LTE providing
a significant improvement related to the standard LMS
equaliser (In Fig. 13, the performance of the standard
LMS equaliser corresponds to the setting of @ = 1).
On the other hand, Fig. 13 obviously shows that if the
nonuniform division form is used in the ABLMS-LMS
LTE, it provides better performance than the uniform
division form case. This result may be verified by eval-
uating the histogram of the amplitude of the channel
output in the uniform and nonuniform division cases.
Figure 14 shows the result in the case of uniformly
dividing all the amplitude of the channel output into
8 small classes. This division corresponds to @ =
for the setting of division number in the ABLMS algo-
rithm, because the absolute values of the channel out-
put are used in the ABLMS algorithm. Using 50,000
data samples in the case of SNR of 20dB, the result
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Fig.14 Histogram in the case of uniform division for the
ABLMS-LMS LTE.
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Fig.15 Histogram in the case of nonuniform division for the
ABLMS-LMS LTE.

in Fig. 14 was obtained. Figure 15 shows the result of
the nonuniform division version, in which all the ampli-
tude of the channel output were nonuniformly divided
into 8 classes based on the above division rule for the
improved scheme as follows:

e Class 1 = [—Apaz, —64,02/10]

] Class 2= [ maz/lo 3Amam/10}
e Class 3 = [-3Am42/10, — Az /10]
o Class 4 = [~ A;nq,/10,0]

o Class 5 = [0, Ay02/10)]

e Class 6 = [ maz/lo 3Amaz/]—0]

e Class 7 = [3A,142/10,6A,14./10]

[ ] Class 8 = [6Amax/10 Amaw]

This division also corresponds to @ = 4 in the ABLMS
algorithm. Comparing Fig. 14 with Fig. 15, we notice
that by using the nonuniform division, concentrated oc-
currence at zero amplitude and at neighbors to that ap-
peared in the case of the uniform division is distributed.

The amount of computation is not changed by
making use of the nonuniform division operation, be-
cause (Q and A, 4, for the ABLMS algorithm are settled
before the implementation of the equaliser regardless of
the use of uniform or nonuniform division form.
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7. Conclusion

The problem of equalisation of time variant multipath
channels has been investigated. A novel adaptive al-
gorithm, the ABLMS, has been derived to cope with
rapid time variation. To attain good tracking, the
ABLMS algorithm needs the aid of the LMS algorithm
in a parallel adaptation form. Therefore, computa-
tional complexity of the ABLMS-LMS parallel equalis-
ers are approximately twice that of the LMS equalisers,
but this is much less than that of RLS equalisers. The
ABLMS-LMS LTE can accomplish more rapid tracking
in time variant environments than the LMS LTE, re-
sulting in better steady state error performance. It is
easy to extend the ABLMS-LMS LTE to its DFE ver-
sion, but this extension does not lead to more fruitful
results than the ABLMS-LMS LTE. Computer simu-
lations have demonstrated that the ABLMS-LMS LTE
provides better BER performance than the ABLMS-
LMS DFE as well as LMS LTE and LMS DFE in the
case of a second order Markov communication chan-
nel model. Also, it has been demonstrated that if a
nonuniform division operation is used for the ABLMS
adaptation, the performance of the ABLMS-LMS LTE
is further improved. Future work will aim to search the
optimal nonuniform division form to provide the best
performance.
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