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Noise Estimation Using High Frequency Regions

for Spectral Subtraction
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SUMMARY This paper presents an improved spectral sub-
traction method for speech enhancement. A new noise estimation
method is derived in which the noise is assumed to be white. By
using the property that a white noise spectrum is flat, high fre-
quency components of a noisy speech spectrum are averaged and
the standard deviation of the noise is estimated. This operation is
performed in the analysis segment, thus the spectral subtraction
method combined with the new noise estimation method does
not need non-speech segments and as a result can adapt to non-
stationary noise conditions. The effectiveness of the proposed
spectral subtraction method is confirmed by experiments.
key words: spectral subtraction, noise estimation, high-

frequency regions, non-stationary noise condition

1. Introduction

Background noise acoustically added to speech can de-
grade the performance of speech processing systems.
For this reason, various speech enhancement methods
such as spectral subtraction, adaptive filter, correla-
tion function, and the use of a speech model have been
proposed up to now [1]. In a number of the speech en-
hancement methods, it is desirable to know a prior the
standard deviation (or variance) of the noise. This is
because in certain applications the noise is assumed to
be white, and if its standard deviation or equivalently
spectrum is known, then it is possible to eliminate the
noise components from the noisy speech signal. The
most popular speech enhancement method utilizing this
may be the spectral subtraction based one [2].

Among some variations of the spectral subtraction
based method, Boll’s method [3] is well known and has
been widely used. The use of Boll’s method, however,
is essentially restricted, because the noise must be es-
timated from some non-speech segments preceding the
speech segment in this method. If the noise is sta-
tionary, then the estimated noise is accurate and Boll’s
method becomes fruitful. However, in practice, the
noise is non-stationary in many cases, in which Boll’s
method may provide a degraded performance. To com-
bat such a problem, Paliwal [4] proposed a noise esti-
mation method based on the high-order Yule-Walker
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equations and demonstrated the performance of the
spectral subtraction method combined with the esti-
mation method. In Paliwal’s method, the variance of
the white noise can be estimated from only the analysis
segment of the noisy speech signal, without using non-
speech segments. Thus Paliwal’s method can adapt to
non-stationary noise conditions. However, this method
needs a large amount of computation and suffers from
numerical unstability.

In this paper, we derive a new noise estimation
method and propose a spectral subtraction method
combined with the new estimation method. By
estimating the white noise components from high-
frequency regions of the noisy speech spectrum, the pro-
posed method can also adapt to non-stationary noise
conditions. The amount of computation required for
the proposed method is, however, extremely small com-
pared with that required for Paliwal’s method. And,
the proposed method is numerically robust.

2. Spectral Subtraction

We assume that speech and noise are additive for noisy
speech. Thus the noisy speech signal is, in the time
domain, given by

x(k) = s(k) + n(k) (1)

where s(k) and n(k) are the speech signal and additive
noise, respectively. In the frequency domain, the noisy
speech signal of Eq. (1) is expressed as

X(f) = S(f) + N(f) (2)

where X(f), S(f) and N(f) are the Fourier transform
of x(k), s(k) and n(k), respectively.

From Eq. (2), the equation describing the spectral
subtraction may be expressed as

|Ŝ(f)| =




|X(f)| − β|N(f)|
|X(f)| − β|N(f)| ≥ 0

0 |X(f)| − β|N(f)| < 0

(3)

where Ŝ(f) is an estimate of the original speech spec-
trum |S(f)| and β is an over-subtracting factor. In this
work, we use β = 1 for simplicity. The noise spectrum
|N(f)| is, generally, estimated from some non-speech
segments by averaging the spectrum at each segment.
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For restoration of the speech signal s(k), the speech
spectrum estimate |Ŝ(f)| is combined with the phase of
the noisy speech signal, and transformed into the time
domain via the inverse discrete-time Fourier transform
as

ŝ(k) = IDFT [|Ŝ(f)|ejθ(f)] (4)

where θ(f) is the phase characteristic of X(f).

3. Proposed Method

3.1 Noise Estimation

The new noise estimation method uses high-frequency
regions of the noisy speech spectrum, which are more
than 10 kHz. This is because it is assumed that the
noise is white in this work. A white noise spectrum is
flat, and as shown in Fig. 1 as an example a speech spec-
trum is almost absent in high-frequency regions. These
directly lead to the fact that only the white noise spec-
trum appears in high-frequency regions, if we use a high
sampling frequency (more than 20 kHz) to digitalize the
noisy speech. Based on this principle, in the proposed
method, high frequency components of the spectrum of
noisy speech digitalized with a high sampling frequency

Fig. 1 Spectrum of a male vowel /a/.

are averaged, and the standard deviation (square root
of the variance) of the white noise is evaluated. Even
if the noise is non-stationary, this noise estimation ap-
proach may not degrade the performance of the com-
bined spectral subtraction method, because the noise is
estimated in the analysis segment of the noisy speech
signal.

3.2 Implementation of Spectral Subtraction

The procedure of the spectral subtraction method pro-
posed in this paper is as follows. A block diagram of
the method is drawn in Fig. 2.

1. A noisy speech signal segmented by Hamming win-
dow is transformed into the frequency domain by
the discrete-time Fourier transform as

X(f) = DFT [x(k)]. (5)

2. High-frequency components more than 10 kHz of
X(f) is averaged as

µ = average[|X(f)|] 10k < f < Fs/2 (6)

where Fs is the sampling frequency.
3. Using the equivalence relation of

|N(f)| = µ, (7)

the spectral subtraction method is performed, and the
output is downsampled by a decimator involving a low-
pass filter. This downsampling is required to decrease
the sampling rate to a commonly used one. The order
of the operations of spectral subtraction and downsam-
pling can be interchangeable.

4. Simulations

To verify the effectiveness of the proposed spectral sub-
traction method, we compare it with Boll’s and Pali-
wal’s methods. First, to visualize the fundamental
properties of each method, we simulate each method
for stationary noise conditions. And then we investi-
gate the performance of each method for non-stationary

Fig. 2 A block diagram of the proposed spectral subtraction
method (LPF: Low pass filter, D↓: Decimation).
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noise conditions. Using MATLAB, Boll’s method and
Paliwal’s method as well as the proposed method were
programed by ourself.

4.1 Experimental Conditions

We prepared three kinds of speech data uttered by three
male speakers. In this process, a sampling frequency of
30 kHz was used and each data length was commonly
6.7 s. These speech data were directly used for the pro-
posed method with 50% overlapped segment. The each
segment duration was 25.6ms. By decimation with
D = 3, however, the proposed method reconstructed
a speech signal with a sampling frequency of 10 kHz.
For Boll’s and Paliwal’s methods to be compared, the
prepared speech data were downsampled to 10 kHz and
used with the same segmenting way as in the proposed
method.

We distinguished speech/non-speech segments in
advance. Based on this, we evaluated the following seg-
mental SNR.

[Improvement of Segmental SNR]

Generally, SNR is calculated through all data points as

SNR = 10log10

∑ s(k)2

n(k)2
. (8)

The segmental SNR used in this work is a mean value
of the SNRs evaluated in each speech segment. The
improvement is given by subtracting the input SNR
from the output SNR as

SNRimproved = SNRoutput − SNRinput. (9)

The result for each method was obtained by averaging
those obtained on three kinds of speech data.

To assess the processed speech more validly, we
further performed the following listening test.

[Listening Test]

In this test, the quality of speech was scored based on
five levels as follows.

• 5 · · · very good
• 4 · · · good
• 3 · · · normal
• 2 · · · bad
• 1 · · · very bad

The speech processed by each method was subjected to
eight listeners having normal hearing ability. And all
scores obtained were averaged (totally 24 scores con-
sisting of 3 × 8 were averaged) for each speech data.

4.2 Stationary Noise Case

First, we generated a stationary white noise and pre-
pared noisy speech data with a SNR of 5 (dB), 0 (dB)
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Fig. 3 Improvement of segmental SNR [dB] for stationary noise
conditions.

Fig. 4 The standard deviation of noise. (a) SNR=5dB (b)
SNR=0dB (c) SNR=−5 dB

and −5 (dB) for each of the three kinds of speech data.
Using these speech data, we performed Boll’s method,
Paliwal’s method and the proposed method.

In Fig. 3, the results of the segmental SNRs eval-
uated have been summarized. For statistical investiga-
tion of hypothesis tests, it is observed from Fig. 3 that
the performance of Boll’s method is the same as that
of the proposed method, while the performance of Pali-
wal’s method is distinguished at a significance level of
1%. Paliwal’s method deteriorates as SNR is increased.
This may be because the high-order Yule-Walker equa-
tions required for the noise variance estimation in Pali-
wal’s method have a tendency to make a singular cor-
relation matrix leading to numerical unstability [5]. To
confirm this, we investigated only the noise estimation
process. Figure 4 shows the noise standard deviation
evaluated from the noise included in each segment of
the one kind of speech data (having three SNR levels).
The noise standard deviation estimation by Paliwal’s
method and that by the proposed method are shown
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Fig. 5 Noise standard deviation estimated by Paliwal’s
method. (a) SNR=5dB (b) SNR=0dB (c) SNR=−5 dB

Fig. 6 Noise standard deviation estimated by the proposed
method. (a) SNR=5dB (b) SNR=0dB (c) SNR=−5 dB

in Fig. 5 and Fig. 6, respectively. Obviously, the phe-
nomenon of numerical unstability is observed in Fig. 5.
Similar results for each method were obtained on the
remaining two kinds of speech data.

Figure 7 has summarized the results of the lis-
tening tests performed. For statistical investigation of
hypothesis tests again, it is observed from Fig. 7 that
by processing the noisy speech data, Boll’s and pro-
posed methods provide an improvement, while Pali-
wal’s method deteriorates in case of SNR=5dB at a
significance level of 1%. Figure 7 validates the results
of Fig. 3 in case of SNR=5dB. Figure 7, however, sug-
gests that the performance of the proposed method is
somewhat inferior to that of Boll’s method, but is the
same as that of Paliwal’s method at lower SNRs.

Fig. 7 Listening tests for stationary noise conditions. The SS
denotes spectral subtraction.

4.3 Non-stationary Noise Case

We next simulated the three methods for non-
stationary noise conditions. The speech data were cor-
rupted by a white noise whose variance varies linearly
with time. The non-stationary noise n′(k) was gener-
ated based on

n′(k) = a(k)n(k) 1 ≤ k ≤ L (10)

a(k) =




αHigh

+2(k − 1)(αLow − αHigh)/L
1 ≤ k ≤ L/2

αLow

−2(k − L/2)(αLow − αHigh)/L
L/2 + 1 ≤ k ≤ L

(11)

where L is the length of speech data generated and
n(k) is a stationary white noise. In Eq. (11), αHigh and
αLow are a coefficient to be adjusted so that the SNR of
the noisy speech data becomes a specified SNR. Three
cases were considered. In the each case, the αHigh and
αLow were set as follows;

• Case 1 · · · αHigh(SNR=50dB), αLow (SNR=
0dB)

• Case 2 · · · αHigh(SNR=50dB), αLow (SNR=
−5 dB)

• Case 3 · · · αHigh(SNR=50dB), αLow (SNR=
−10 dB)

where the value of SNR in each parenthesis corresponds
to the specified SNR. If the difference between the SNR
specified by αHigh and that specified by αLow becomes
larger, the noise varies more rapidly (while the differ-
ence in Case 1 is 50 dB, the difference in Case 3 is 60 dB
providing more rapid variation of the noise). The noise
waveform in the above each case is shown in Fig. 8.

The results of the segmental SNRs evaluated have
been summarized in Fig. 9. In the statistical sense at
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Fig. 8 Non-stationary noise in Cases 1-3.

Case1 Case2 Case3
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

NonStationary Noise Level

Im
pr

ov
em

en
t o

f S
eg

m
en

ta
l S

N
R

[d
B

]

Boll
Paliwal
Proposed

Fig. 9 Improvement of segmental SNR [dB] for non-stationary
noise conditions.

a significance level of 1%, the following things are ob-
served from Fig. 9. Compared with Boll’s method, a
performance improvement provided by the proposed
method is emphasized in Case 3 rather than in Case
1. This is because in Case 1 the noise variance varies
slowly. As the noise variance varies more rapidly as
in Cases 2 and 3, Boll’s method degrades the perfor-
mance of noise suppression compared with the pro-
posed method. This is an essential problem Boll’s
method possesses. As described in [4], Boll’s method
subtracts the noise components inadequately under
non-stationary conditions. On the other hand, Pali-
wal’s method becomes comparative with the proposed
method as the noise varies more rapidly. This is be-
cause Paliwal’s method gives an estimate of the noise
variance in each analysis segment. However, the per-

Fig. 10 Listening tests for non-stationary noise conditions.
The SS denotes spectral subtraction.

formance of Paliwal’s method is also inferior to that of
the proposed method.

The results of the listening tests are shown in
Fig. 10. This figure also validates the results of Fig. 9.

5. Conclusion

In this paper we have proposed a spectral subtrac-
tion method based on the noise estimation using high-
frequency regions of the noisy speech spectrum. With
simple calculations the proposed method can invoke an
adequate estimate of the noise included in the analysis
segment, although it assumes that the noise is white.
Experimental results have shown that the proposed
method provides a performance improvement relative
to Paliwal’s method as well as Boll’s method particu-
larly for non-stationary noise conditions. Future work
will aim to reduce the musical noise produced by the
proposed method.
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