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Abstract 

 

The simplest metastable Xe-containing compound HXeH has been theoretically 

investigated using highly-accurate CASPT2-level electronic structure calculations 

taking the relativistic effects into account.  A new three-dimensional global potential 

energy surface has been developed and time-dependent wave packet quantum dynamics 

calculations were then performed to obtain vibrational energy levels of the metastable 

states for the HXeH, HXeD and DXeD systems.  It has been found that low-lying 

vibrational states below and just above the H + Xe + H dissociation limit have 

extremely long lifetimes in a nanosecond time scale.  The present theoretical results 

suggest that these rare-gas containing molecules can experimentally be detected in the 

gas phase. 
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1. Introduction 

 

 Recent extensive experimental studies using a low-temperature rare-gas matrix 

isolation technique have clearly revealed formation of a new class of simple molecules 

containing rare gas atoms, H-Rg-X, where Rg is a rare gas atom and X is an 

electronegative atom or group [1-7].  It has been pointed out that the stability of these 

compounds depends on the stability of the HRg+ cation and the electron affinity of X.  

In principle, these molecules are metastable at least in the gas phase because of the 

existence of the strongly exothermic pathway of HRgX → Rg + HX.  In addition, from 

extensive electronic structure calculations, upon infrared excitation, they can easily 

dissociate into their neutral fragments through the HRgX → H + Rg + X process in the 

case that the excited vibrational level of HRgX is above the H + Rg + X dissociation 

limit.  Therefore, it should be very important to obtain accurate global potential energy 

surfaces in order to understand the stability and vibrational energy levels of the HRgX 

molecule from a theoretical point of view. 

 In this paper, we address the stability of the triatomic xenon dihydride HXeH 

since this molecule is the simplest Xe-containing molecule.  The HXeH molecule was 

first identified in low temperature rare gas matrices by Räsänen and co-workers in 1995 

[1].  They have found strong infrared absorption at 1166 cm-1 and weak absorption at 

701 cm-1 and these absorption bands were respectively assigned to the antisymmetric 

stretching and bending vibrations of the neutral linear centrosymmetric HXeH molecule 

by comparing to ab initio molecular orbital calculations at the MP2/LANL1DZ level of 

theory [1].  Their assignment was further confirmed with deuterium substitution.  At 

the same time, however, they have noticed that the energy level of the HXeH local 

minimum is about 2 eV higher than the energy level of the separated neutral atoms, H + 

Xe + H, at the MP2/LANL1DZ level.  This implies that the MP2/LANL1DZ level 

cannot totally explain the stability of the HXeH molecule at all.  Runeberg et al. [8] 

have performed more accurate electronic structure calculations at the MRCI and 

CCSD(T) levels of theory.  Although they found that the HXeH minimum is more 

stable than the H + Xe + H dissociation limit at the MRCI level, they speculated that the 
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HXeH potential well cannot support the experimentally observed vibrationally excited 

levels.  In addition, they have found that the CCSD(T) level calculations cannot give a 

smooth potential energy surface due to the multi-configurational character of the H + 

Xe + H dissociation region. 

 Another important aspect is the accurate theoretical prediction of vibrational 

spectra of HXeH by electronic structure methods.  This is simply because the 

assignment of experimentally observed infrared absorption spectra frequently relies on 

theoretical results [4,9-15].  Lundell and co-workers [9] have carried out vibrational 

self-consistent field (VSCF) calculations for HXeH and stated that the anharmonicity 

for the symmetric stretching mode is important while the anharmonicity is not so 

important in the antisymmetric stretching and bending modes.  This result seems to be 

reasonable since the symmetric stretching mode directly correlates to the dissociation 

pathway from HXeH into the neutral atomic fragments H + Xe + H.  However, it 

should be emphasized that these results are based on the low-level MP2 calculations and 

that the VSCF calculations were done exclusively using the information on the force 

field parameters just around the HXeH potential minimum. 

 Motivated by the current status of theoretical studies on the HXeH molecule as 

mentioned above, we here present more accurate electronic structure calculations of the 

global potential energy surface of the XeH2 system and quantum dynamics calculations 

for estimating accurate vibrational levels on the newly-developed potential energy 

surface. 

 

 

2. Computational method 

 

 All ab initio electronic structure calculations were performed with the Molpro 

2006 program [16].  We have decided to employ the multi-reference second-order 

perturbation theory (CASPT2) due to compromise of accuracy and computational costs.  

The molecular orbitals were optimized with the complete-active-space 

self-consistent-field (CASSCF) method, where 10 electrons (full-valence electrons) 
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were distributed among 9 active orbitals.  These active orbitals include all valence 

orbitals (the 1s orbital of H and 5s5p orbitals of Xe) and additional three upper orbitals 

of Xe.  In the subsequent CASPT2 calculations, the correlation effect of 4s, 4p, and 4d 

electrons of Xe was included by taking into account singles and doubles from those core 

orbitals to external orbitals.  We have found that the electron correlation of these core 

electrons plays a very important role in the relative stability of HXeH with respect to the 

H + Xe + H dissociation level.  The relativistic effects were included using the third 

order Douglas-Kroll relativistic one-electron integral prescription [17,18]. 

 For Xe atom, we have employed all-electron relativistic basis sets developed 

by Tsuchiya et al. [19] for the inner and valence shells, which are augmented by the 

correlated sets of basis functions developed by Sekiya and co-workers [20-22].  The 

original Tsuchiya’s basis set for Xe atom is a minimal one which is written as 

(23s19p12d)/[5s4p2d].  This set has been split in valence parts as (23,23,23,23,23/ 

19,19,19,19/12,12) → (20,20,20,20,1,1,1/15,15,15,1,1,1,1/8,8,1,1,1,1), and then the 

Sekiya’s correlated sets of (d / f / g) = (1,1/1,1/2) have been added where one redundant 

d function with an exponent of 0.493879 was eliminated.  In addition, the correlated 

functions, f(α = 3.5) and g(α = 4.0), have been added to describe the electron 

correlation due to inner-shell 4s, 4p, and 4d electrons, and also s and p diffuse functions, 

determined by an even-tempered scheme, are added.  The final form of the basis set for 

Xe atom is written as (20,20,20,20,1,1,1,1/15,15,15,1,1,1,1,1/8,8,1,1,1,1,1/1,1,1/2,1).  

For H atom, the segmented basis set of quadruple-zeta augmented by the correlated set 

has been applied, which is denoted as (5,1,1,1,1/1,1,1,1/1,1,1/1,1) [21,23].  

 Potential energy values were calculated at the grid points defined by H-Xe-H' 

internal coordinates, RH-Xe, RXe-H' and ∠H-Xe-H', where RH-Xe is the distance between H 

and Xe atoms.  We have chosen 32 points for RH-Xe (also for RXe-H') in the range of 

1.4-8.0 Å and 11 points for the ∠H-Xe-H' angle in the range of 10-180 degrees.  All 

calculations were performed under Cs symmetry condition.  These sets of grids thus 

give 5808 symmetry unique points.  Finally, a three-dimensional cubic spline 

interpolation was employed to yield a global potential energy surface. 

 In order to obtain vibrational energy levels on the calculated potential energy 
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surface, we have carried out time-dependent wave packet calculations.  The reaction 

system was described by the standard J = 0 Hamiltonian expressed in Jacobi coordinates, 

where J is the total angular momentum quantum number of a triatomic system.  The 

wave function was represented on a spatial grid in the radial coordinates (R, r) and in a 

Legendre basis for the angular coordinate γ.  The size of the grid representation (NR, Nr, 

Nγ) was set to (256, 256, 60) after convergence tests.  We have set an appropriate 

Gaussian wave function around the HXeH minimum at t = 0 and the wave packet was 

subsequently propagated up to a total integration time of t = 24 ps using a well-known 

split-operator method with a time step of 0.12 fs.  The R and r contributions to the 

kinetic energy were evaluated using the standard fast-Fourier-transform algorithm, 

while the discrete-variable-representation (DVR) [24] scheme was used for γ.  In order 

to avoid unphysical reflection of the wave packet at the edge of the grid, numerically 

optimized complex absorbing potentials were used over the last 25% of the grids in R 

and r.  The state-density spectra were extracted from the Fourier transform of the 

autocorrelation function.  As mentioned below, since the lifetimes of several low-lying 

vibrational states were found to be very long, a part of the wave packet still survives in 

the interaction region even after 24 ps propagation.  Therefore, we have applied the 

appropriate Gaussian damping function exp(-t2/τ2) to the autocorrelation function before 

performing the Fourier transform.  This means that a part of the resonance widths are 

determined by this damping function not by resonance lifetime, as mentioned below.  

Details of our wave packet calculations are also described in Refs. 25 and 26. 

 

 

3. Results and discussion 

 

 Fig. 1 shows the two-dimensional contour plot of the ground-state potential 

energy surface calculated at the CASPT2 level as a function of two H-Xe distances for 

four ∠H-Xe-H angles.  The zero energy is defined as the H + Xe + H dissociation limit.  

The collinear H-Xe-H minimum is clearly seen in Fig. 1(a) and is located at RHXe = 

RXeH' = 1.9496 Å.  The equilibrium geometry is in good agreement with previous 
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theoretical values obtained at the MPn, CCSD, CCSD(T), and MRCI levels of theory 

[4,8,9].  The potential minimum at the linear geometry is 0.276 eV below the atomic 

asymptotic limit of H + Xe + H.  This energy value is quite close to the MRCI value 

(0.26 eV) of Runeberg et al [8].  The collinear saddle point is seen to be located at 

RHXe = RXeH' = 2.5404 Å with the barrier height of 0.033 eV above the H + Xe + H level.  

This barrier height is also found to be close to the MRCI value (0.03 eV) of Runeberg et 

al [8].  The harmonic vibrational frequencies for these two stationary points are 

summarized in Table 1 along with the results for isotopic variants. 

 Fig. 2 displays the potential energy curve for collinear configurations as a 

function of the symmetric stretching coordinate.  The outer shallow minimum is due to 

attractive van der Waals interaction is seen at RHXe ~ 3.6 Å.  We have found that the 

present CASPT2 potential profile is quite similar to the previous MRCI result of 

Runeberg et al [8].  Also plotted in Fig. 2 is the harmonic potential energy curve whose 

force constant was determined from the second derivative value at the CASPT2 local 

minimum at RXeH = 1.9496 Å.  The comparison of these two curves clearly show that 

the harmonic approximation does not work well, as expected. 

 Fig. 3 shows the two-dimensional contour plot of the potential energy surface 

for T-shaped configurations as a function of two Jacobi radial coordinates of the Xe-H2 

system.  This plot is given to show the HXeH → Xe + H2 dissociation pathway.  The 

left potential well corresponds to the HXeH local minimum while the right lower region 

corresponds to a more stable Xe + H2 region.  The result of Fig. 3 clearly demonstrates 

that the linear HXeH molecule is metastable with respect to the Xe + H2 dissociation 

channel.  However, we did not find the saddle point with a bent H-Xe-H structure in 

the HXeH → Xe + H2 pathway.  This behavior is very different from the HArF [27-29] 

and HHeF [25,30] cases, for which bent saddle point structures have been previously 

found.  The difference may be presumably due to the symmetric nature of the HXeH 

molecule.  It is then expected that the vibrationally excited HXeH molecule first 

dissociates into the atomic H + Xe + H fragments via the collinear saddle point when 

the excited level is beyond the dissociation limit and a part of the transient fragments 

goes into the Xe + H2 region.  Interestingly, we notice that previous ab initio MRCI 
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calculations of the potential energy surface for XeF2 [31] show a similar behavior 

although the computational level employed was not so high. 

 Fig. 4 displays the energy spectra for the HXeH, HXeD, and DXeD systems 

obtained from the Fourier transform of the calculated autocorrelation functions.  For 

example, in the case of HXeH (Fig. 4a), we can see five very sharp peaks at -0.0665, 

0.0318, 0.0676, 0.0782 and 0.1953 eV of energy, where the zero energy is defined as the 

H + Xe + H dissociation limit.  Several broad peaks can also been seen.  We can 

easily extract the wave function for these resonance states using the standard numerical 

procedure and then assigned a set of vibrational quantum numbers (vsvb
lvas) by looking 

at the density profile of the extracted wave function.  Here, vs, vb, and vas are 

vibrational quantum numbers of symmetric stretching, bending, and antisymmetric 

stretching, respectively, and l is the vibrational angular momentum quantum number for 

bending.  Since we have done only J = 0 quantum dynamics calculations, we can 

obtain only l = 0 bending states.  Typical two-dimensional contour plots for the wave 

functions of (000), (100), (001), and (200) vibrational states of HXeD are presented in 

Fig. 5.  Notice that the density of the wave functions are plotted, but the nodal 

structures of these states are clearly seen, which facilitate unambiguous assignment of 

vibrational quantum numbers.  Needless to say, in the case of the HXeD system, the 

symmetric and antisymmetric stretching modes nearly correspond to the Xe-D and 

Xe-H stretching modes, respectively.  Table 2 lists the positions and quantum number 

assignments for the calculated vibrational states of HXeH, HXeD, and DXeD. 

 As a result, we found that the quantum number assignment was possible only 

when the resonance peak is very sharp.  For broad resonance peaks, on the other hand, 

it was found that the nodal patterns were very complicated, and we were not able to 

obtain proper vibrational quantum numbers.  From the results presented in Fig. 4, it is 

seen that the background level of the state density significantly increases at E = 0.05 ~ 

0.1 eV.  This is quite reasonable due to the opening of the H + Xe + H dissociation 

channel.  Also, low-lying sharp peaks become dense going from the lighter HXeH 

system to heavier DXeD system.  This is also an expected behavior.  As mentioned 

before, it should be emphasized that the widths of these very sharp peaks are completely 
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determined by the damping function, i.e., total propagation time of the wave packet, not 

by the resonance lifetime.  In principle, we can obtain the decay rate (lifetime) of the 

resonance state simply by doing the wave packet propagation for which the initial wave 

packet is set to the extracted resonance wave function.  We have actually carried out 

such calculations; however, we were not able to obtain reliable lifetimes.  This is 

simply because the total propagation time of wave packet is about 24 ps, which is too 

short for obtaining reliable lifetimes.  Only in the case of the (000) state of HXeH, the 

lifetime was roughly estimated to be about 0.2 ns.  This suggests that the lifetimes of 

the vibrational states for heavier HXeD and DXeD systems would be even much longer. 

 It should be important to give some comments on the accuracy of the harmonic 

approximation.  In the case of HXeH, the harmonic vibrational frequency for 

symmetric stretching is calculated to be 1094 cm-1(see Table 1), while the fundamental 

frequency (energy difference between (000) and (100) states) obtained from the 

quantum dynamics is 793 cm-1.  Thus, the effect of anharmonicity amounts 301 cm-1 

and is quite significant.  Of course, this is not surprising since the symmetric stretching 

coordinate directly correlates to the H + Xe + H dissociation pathway, as mentioned 

before.  On the other hand, for the antisymmetric stretching mode, the harmonic 

frequency is calculated to be 1302 cm-1, which is 220 cm-1 larger than the fundamental 

frequency (1082 cm-1) obtained from the quantum dynamics calculations.  In addition, 

in the case of bending, the difference between the harmonic frequency and the quantum 

fundamental frequency is roughly estimated to be about 100 cm-1 although a more 

accurate estimate requires J > 0 quantum dynamics calculations in order to obtain the 

energy level of the (0110) state.  All these results suggest that it may be sometimes 

dangerous that the harmonic vibrational frequencies obtained from ab initio electronic 

structure calculations are employed to assign the experimentally observed infrared 

absorption peaks at least for the H-Rg-X type molecule trapped in the potential well 

slightly below the H + Rg + X dissociation limit.  However, we note that most of 

previous experiments on HRgX have been performed under low-temperature solid 

matrix conditions.  Therefore, it should be important to develop accurate theoretical 

methods taking the effect of solid phase into account. 
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 The present theoretical studies strongly suggest that it may be possible to detect 

the HXeH molecule and its isotopic variants even in the gas phase since the lifetimes of 

these molecules were found to extremely long (nanosecond time scale).  Interestingly, 

Buck and co-workers [32-34] have recently succeeded in indirectly identifying the 

H-Xe-X (X = Cl, Br, I) molecule in the photodissociation experiments of large Xen 

clusters including HX molecules in the gas phase by detecting the asymmetric 

distribution of the dissociating H atom fragments.  In addition, they have tentatively 

suggested the production of the HXeH molecule in Xen clusters [33].  We hope that the 

present theoretical work stimulates further experimental studies in the gas phase using 

more conclusive spectroscopic techniques.  On the theoretical side, quantum dynamics 

calculations for J > 0 should be performed to obtain other low-lying vibrational states.   

Furthermore, excited-state potential energy surfaces of HXeH should be calculated in 

order to theoretically understand the photodissociation experiments of Buck and 

co-workers [33,34].  Work along this line is currently in progress in our group. 
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Table 1. Harmonic vibrational frequenciesa (in cm-1) for collinear minimum and saddle 

point on the CASPT2 potential energy surface. 

____________________________________________________________ 

Minimum at RXeH = RXeH' =1.9496 Å 

  νs νb νas 

H-Xe-H  1094 723 1302 

H-Xe-D  830 628 1220 

D-Xe-D  775 516 929 

 

Transition state at RXeH = RXeH' = 2.5404 Å 

  νs νb νas 

H-Xe-H  501 i 677 648 

H-Xe-D  416 i 552 558 

D-Xe-D  354 i 462 483 

____________________________________________________________ 
aVibrational modes: νs (symmetric stretching), νb (bending), and νas (antisymmetric 

stretching). 
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Table 2. Low-lying vibrational energy levels (in eV) and the quantum number 

assignment obtained from time-dependent wave packet calculations for J = 0, where J is 

the total angular momentum quantum number. 

_________________________________________________________ 

(vsvbvas)a  H-Xe-H  H-Xe-D  D-Xe-D 

_________________________________________________________ 

(000)   -0.06652 (0)b -0.09454 (0) -0.12496 (0) 

(100)  0.03180 (793) -0.01358 (653) -0.04818 (619) 

(001)  0.06762 (1082) 0.02922 (998) -0.02610 (797) 

(020)  0.07820 (1167) 0.03514 (1046) -0.01548 (883) 

(200)  nfc  0.05578 (1212) 0.01948 (1165) 

(101)  nf  nf  0.04444 (1366) 

(120)  nf  nf  0.05148 (1423) 

(002)  0.19534 (2122) nf  0.07038 (1576) 

(021)  nf  0.15208 (1989) 0.07844 (1641) 

(040)  nf  nf  0.08596 (1701) 

(201)  nf  nf  0.10246 (1834) 

(102)  nf  nf  0.13338 (2084) 

_________________________________________________________ 
aVibrational quantum number: vs (symmetric stretching), vb (bending), and vas 

(antisymmetric stretching).  Since the vibrational angular momentum quantum number 

is 0 (due to J = 0), only even quantum number is allowed for bending vibration. 
bRelative energies in cm-1 measured from the lowest (000) vibrational state. 

cNot found. 
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Figure Captions 

 

Fig. 1 Contour plots of the CASPT2 potential energy surface as a function of the two 

Xe-H coordinates for four ∠H-Xe-H bent angles.  Contours are spaced by 0.1 eV and 

the zero energy (bold-line contours) is defined as the H + Xe + H atomic dissociation 

limit.  Solid lines are used for positive contours and dashed lines are for negative 

contours. 

 

Fig. 2 One-dimensional potential energy profiles as a function of the symmetric 

stretching coordinate.  Solid line corresponds to the CASPT2 result while dotted line 

to the harmonic potential whose parameters are determined from the information on the 

local minimum of the CASPT2 potential.  Horizontal dashed lines indicate the 

vibrational energy levels for the HXeH system calculated from the quantum dynamics 

calculations (see Table 2). 

 

Fig. 3 Contour plot of the CASPT2 potential energy surface for the T-shaped 

configurations for the XeH2 system as a function of two Jacobi radial coordinates.  Plot 

conventions for contour lines are exactly the same as Fig. 1. 

 

Fig. 4 Energy spectra of the state density for (a) HXeH, (b) HXeD, and (c) DXeD 

systems obtained from the wave packet propagation calculations. 

 

Fig. 5 Contour plots of (a) (000), (b) (100), (c) (001), and (d) (200) wave function 

densities of the HXeD molecule as a function of the RXeH and RXeD coordinates for 

collinear configurations. 
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Figure 2 
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Figure 3 
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Figure 4 
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Figure 5 
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