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PAPER

Recognition of Shape-Changing Hand Gestures

Mun-Ho JEONG†, Nonmember, Yoshinori KUNO††, Nobutaka SHIMADA†,
and Yoshiaki SHIRAI†, Regular Members

SUMMARY We present a method to track and recognize
shape-changing hand gestures simultaneously. The switching lin-
ear model using active contour model well corresponds to tem-
poral shapes and motions of hands. However, inference in the
switching linear model is computationally intractable, and there-
fore the learning process cannot be performed via the exact
EM(Expectation Maximization) algorithm. Thus, we present an
approximate EM algorithm using a collapsing method in which
some Gaussians are merged into a single Gaussian. Tracking is
performed through the forward algorithm based on Kalman fil-
tering and the collapsing method. We also present a regularized
smoothing, which plays a role of reducing jump changes between
the training sequences of shape vectors representing complex-
variable hand shapes. The recognition process is performed by
the selection of a model with the maximum likelihood from some
trained models while tracking is being performed. Experiments
for several shape-changing hand gestures are demonstrated.
key words: gesture recognition, active contour, switching linear
model

1. Introduction

Gesture recognition plays an important role in a host
of man-machine interaction applications. A well-known
method in gesture recognition is HMM (Hidden Markov
Model) [21], [24], [25], which is essentially a quantiza-
tion of time series (observation sequence) into a small
number of discrete states with transition probabilities
between states. Most of schemes in gesture recognition
are based on measurement spaces like HMM [3], [16].

Although these showed successful results, there are
two bottlenecks. First, based on the distributions of in-
dependent measurements or observations, they have a
limitation in dealing with time series having dependen-
cies. Second, they also have difficulties when it is hard
to measure the required information for recognition.
Taking an instance of hand gestures, measurement-
based schemes might have no problem in the case of
using just positions or velocities of hands, which are
easy to measure. However, such measurements are
not enough to represent complex hand gestures. We
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change hand shapes while moving the hands in many
cases. Measuring the outlines of shape-changing hands
is not always feasible, especially under complicated
backgrounds.

We propose to introduce a dynamic process to ex-
plain dependencies between spatio-temporal configura-
tions of a gesture sequence. This helps to solve not only
the first problem but the second. In fact, if a hand mo-
tion is known in advance, that is, a dynamic model of a
hand is known, we might be able to infer the positions
and shapes of the hand over time even if they cannot
be completely measured. However, real cases are not
so simple since hand gestures exhibit complex and rich
dynamic behaviors.

A promising approach to representing complex dy-
namics is to adopt switching linear model, which con-
sists of a few linear dynamic models with Markov
switching between them, rather than a single linear dy-
namic model. A well-known problem in switching linear
model, however, is that the presence of Markov switch-
ing makes exact inference impossible. In this paper, we
use approximate inference based on a collapsing method
to avoid the problem. Spatio-temporal estimations of
shapes and positions of a hand, are performed by the
collapsing method and Kalman filtering. To estimate
the parameters of switching linear model, we present an
EM learning process into which approximate inference
using the collapsing method is well incorporated.

We adopt an active contour model using B-
spline [2] to represent complex hand shapes. Hand con-
tours are parameterized into shape vectors, and the
shape vectors and their derivatives are considered as
state vectors in the switching linear model. For learn-
ing of the model, it is necessary to collect training se-
quences of shape vectors. When shape-changing hand
gestures are considered, even though outlines of a hand
vary gradually over time, there often happen abrupt
changes between the shape vectors on the shape space
due to separate parameterizations. Suppose the state
in which the index finger and the middle finger are
touching. This state changes to a completely differ-
ent state with the separating fingers only by a small
motion of the fingers. This fact often leads to poor
learning or makes initial tracking impossible in the EM
learning process. In this paper, we propose a regular-
ized smoothing method to solve this problem. It can
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make a training sequence of shape vectors vary gradu-
ally but the outlines of the hand remain invariant with
allowable errors.

Our previous study concerned hand posture esti-
mation using outlines of a hand, but it makes black
background a condition for perfect retrieving outlines
of a hand [22]. The first efforts at classification and
tracking of hand gestures using active contour model
and multiple dynamic models were made by Isard et
al. [10]. They showed tracking of hand outlines and
classification of different writing patterns. However,
they confined the scope of changes in hand shapes
to affine transformation. Pavlovic and Rehg applied
switching linear model to tracking of human figures [18].
They used Viterbi approximation to overcome the ex-
ponential complexity of exact inference. The above
approaches did not handle online recognition during
tracking, but concentrated on tracking of a human ges-
ture or the problem of where to switch to another dy-
namics in time domain. Pentland and Liu modeled au-
tomobile drivers’ actions by Hidden Markov Dynamic
Model in which Kalman filtering method is incorpo-
rated into HMM structure [17]. In their learning pro-
cess, estimation of dynamic parameters was not incor-
porated into EM learning (Baum-Welch algorithm).

Recognition process in shape-changing hand ges-
tures is to choose the switching linear model which gives
the best tracking result. We propose a method of track-
ing shape-changing hand gestures and recognizing them
by online selection of an appropriate model.

The paper is organized as follows. In the follow-
ing section we address the switching linear model. The
forward and the backward algorithms for approximate
inference are explained. In Sect. 3, we concern track-
ing implementation where the difficulties in applying
an active contour model to shape-changing hand ges-
tures are addressed. In Sect. 4, we present a regularized
smoothing method and explain the EM learning using
a collapsing method for the switching linear model. In
Sect. 5, we address the recognition process where com-
putation of likelihood given a model is explained. The
experimental results are shown in Sect. 6. Finally, we
conclude with Sect. 7.

2. Switching Linear Model

2.1 Model Specification

Switching linear model can be seen as a hybrid model of
the linear state-space model and HMM. It is described
using the following set of state-space equations:

xt = Fmtxt−1 +Dmt + ut, ut ∼ N(0, Qmt)

Φmt,mt+1 = p(mt + 1|mt)

πm1 = p(m1), mt ∈ {1, 2, · · · ,M} (1)

In the above equations, xt is a hidden continuous state

Fig. 1 Graphical model of switching linear model. Arrows
denote probabilistic dependencies.

vector. ut is independently distributed on the Gaussian
distribution with zero-mean and covariance Qmt . πm1 ,
Fmt , and Dmt , which are typical parameters of linear
dynamic model, denote the prior probability of a dis-
crete state, the continuous state transition matrix, and
the offset, respectively. The parameters with the sub-
script mt are dependent on the discrete state variable
mt indexing a linear dynamic model. And the switch-
ing process between M discrete states obeys the first
Markov process and is defined with the discrete state
transition matrix Φ. Hence it follows that

p(mt|m1, · · · ,mt−1) = p(mt|mt−1). (2)

This model can be illustrated in Fig. 1 where ot denotes
an observation vector at time t. It is assumed that ot
is statistically independent from all other observation
vectors.

2.2 Forward Algorithm

Given known parameters of the switching linear model,
{Fj , Dj, Qj , πj ,Φ|j = 1, 2, · · · ,M}, we can perform
tracking or filtering, which means estimations of con-
tinuous states and probabilities of joint-discrete states
here. The predicted joint-continuous state vector and
its covariance are derived dependently on mt−1 = i and
mt = j:

x
(i,j)
t|t−1 = Fjx

(i)
t−1|t−1 +Dj (3)

P
(i,j)
t|t−1 = FjP

(i)
t−1|t−1F

′
j +Qj

where x(i)
t−1|t−1 and P

(i)
t−1|t−1 are estimations at time

t − 1 on the condition given observations up to time
t − 1. Now the filtered joint-continuous state and its
covariance, x(i,j)

t|t , P (i,j)
t|t , are estimated by the conven-

tional Kalman filtering method. In particular, we follow
Kalman filtering application to active contour model by
Blake [1], [2].

From the above fact, as noted by Gordon and
Smith [6], switching linear dynamic model requires
computing a Gaussian mixture with M t components
at time t for M switching states. That leads to in-
tractable inference for moderate sequence length. It is
necessary to introduce some approximations to solve
the intractable computation problem.
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We collapseM2 joint-continuous state vectors into
M state vectors at each time to prevent M -fold in-
crease in the number of cases to consider. Thus we can
avoid prohibitive increase of computational cost. For
example, given M = 3, t = 20, the number of cases
to consider amounts to 3, 486, 784, 401 for exact infer-
ence, whereas if collapsing is used, it needs just 32 com-
putations regardless of t. Building upon the ideas in-
troduced by Harrison [9], Gordon [6] and Kim [12], the
collapsing is given by

x
(j)
t|t =

∑M
i=1 p(mt−1 = i,mt = j|Ot) · x(i,j)

t|t
p(mt = j|Ot)

P
(j)
t|t =

∑M
i=1

( p(mt−1=i,mt=j|Ot)·(
P

(i,j)
t|t +(x

(j)
t|t−x

(i,j)
t|t )(x

(j)
t|t−x

(i,j)
t|t )′

))
p(mt = j|Ot)

(4)

where Ot is an observation sequence {o1, o2, · · · , ot} and
ot is an observation vector. In the above collapsing,
the probabilities of joint-discrete states play a role of
weighting factors of joint-continuous state vectors. To
complete the collapsing, we have only to calculate the
weighting factors.

The probabilities of the filtered joint-discrete
states are approximately obtained by (refer to Ap-
pendix B)

p(mt−1,mt|Ot)
= ktp(mt−1,mt|Ot−1)p(ot|x(mt−1,mt)

t|t−1 ) (5)

where kt is a normalizing constant. From (2), the pre-
diction step given sequence up to time t gives

p(mt,mt+1|Ot)

= Φmt ,mt+1

M∑
mt−1=1

p(mt−1 ,mt |Ot ). (6)

Then the probabilities of the predicted and the filtered
discrete states are calculated by the following marginal-
ization.

p(mt|Ot) =
M∑

mt+1=1

p(mt,mt+1|Ot)

p(mt+1|Ot) =
M∑

mt=1

p(mt,mt+1|Ot) (7)

We can estimate the filtered continuous state vector by
taking a weighted average over the discrete states at
time t from

xt|t =
M∑
j=1

p(mt = j|Ot)x(j)
t|t . (8)

2.3 Backward Algorithm

While the forward algorithm is a filtering process given
sequence up to current time, the backward algorithm is
a smoothing process given sequence of full length. Like
the conventional Kalman smoothing method, the joint-
continuous state vector and its covariance based on full
sequence can be smoothed as follows: givenmt = j and
mt+1 = k,

x
(j,k)
t|T = x

(j)
t|t + P̃

(j,k)
t (x(k)

t+1|T − x(j,k)
t+1|t) (9)

P
(j,k)
t|T = P

(j)
t|t + P̃ (j,k)

t (P (k)
t+1|T − P (j,k)

t+1|t)P̃
′(j,k)
t

where P̃ (j,k)
t = P

(j)
t|t F

′
k(P

(j,k)
t+1|t)

−1. To calculate the
smoothed continuous state vector and its covariance,
collapsing is performed similarly to (4):

x
(j)
t|T =

∑M
k=1 p(mt = j,mt+1 = k|OT ) · x(j,k)

t|T
p(mt = j|OT )

P
(j)
t|t =

∑M
k=1

( p(mt=j,mt+1=k|OT )

·
(
P

(j,k)
t|T +(x

(j)
t|T −x(j,k)

t|T )(x
(j)
t|T −x(j,k)

t|T )′
))

p(mt = j|OT ).
(10)

To complete (10), we turn to derivation of the proba-
bilities of the smoothed joint-discrete states, which is
given by

p(mt,mt+1|OT ) = p(mt,mt+1|Ot)p(mt+1|OT )
p(mt+1|Ot) . (11)

From (11) the probabilities of the smoothed discrete
states is obtained as

p(mt|OT ) =
M∑

mt+1=1

p(mt,mt+1|OT ) (12)

p(mT |OT ) and p(mt+1|Ot), t = 1, · · · , T − 1, have al-
ready been computed from (7) in the forward algo-
rithm.

3. Tracking Implementation

Estimation of an initial state is important in tracking
problems because any tracking method can operate by
its own scheme after the initial state was found. In
fact, initial estimation is a problem of segmentation
to extract tracking targets regardless of tracking itself.
If hand gesture recognition is considered together with
tracking, initial estimation problem becomes more diffi-
cult because we have to know when a gesture starts and
finishes in addition to detecting a hand. To simplify the
problem we assume that initial state has been known
in advance as its mean and covariance and use gesture
sequences of a specified length. We just concentrate on
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evolution of states in this paper. Detecting meaningful
hand gestures from idle movements of a hand is left for
our future work. However, since recognition in the case
of connected cases has been well studied such as in [19],
[24], the techniques used there can be extended for our
method.

We intend to track hand motions including changes
in hand shapes. To represent a variety of shapes of a
hand, we follow the active contour model where out-
lines of the hand are parameterized into control vectors
composed of B-spline control points [2]. A control vec-
tor is transformed to a low-dimensional shape vector on
a specific shape space formed by PCA(principal com-
ponent analysis) method.

Active contour models such as snakes and de-
formable templates have practical problems in be-
ing applied to tracking hand gestures. Although the
schemes are effective to retrieve features with geomet-
ric structures, they are too sensitive to noises to track
an object under a complicated background and also
have difficulties in progressing into boundary concav-
ities which are frequently seen in shape-changing hand
gestures.

There have been dynamic contour methods using
dynamic models as predictors in visual trackers [14].
However, the constant velocity Kalman tracker, which
is popularly used for tracking, is too easily distracted
by clutter of the background to track a hand against
a rapidly changing motion as shown in Fig. 2 (a). In
addition, the tracker often fails to track a hand motion
causing boundary concavities even under a black back-
ground as shown in Fig. 2 (b). To tackle the problems,
it is required to have a more precisely tuned predictors
constructed by multiple dynamic models rather than a
simple or single dynamic model.

For the purpose of tracking complex hand gestures,
we assume that temporal shapes and motions of the
hand have dynamic behaviors characterized by switch-
ing linear dynamics. Then to incorporate the active
contour model into the switching linear model, a state
vector in (1) is defined as follows:

xt =
(

vt

v̇t

)
(13)

where vt is the shape vector representing the hand out-
line at t.

An observation(ot) is shown as feature points rf t
which are edges detected by line searching along the
normal direction at sample points on a specific con-
tour [2]. For robustness and accuracy of one dimen-
sional edge detection, we use a Mahalanobis distance
from a mean color of a hand with its covariance rather
than common gray intensities. And we also extract
edges with outward orientation on the assumption that
Mahalanobis distances of interior parts of a hand are
small and uniform.

Now an observation probability given a predicted

(a)

(b)

Fig. 2 Constant velocity Kalman tracker. In (a) the Kalman
tracker works well against the background clutter in smooth hand
motions, but the tracker is distracted by the clutter when the
hand moves downwards rapidly. In (b) the Kalman tracker often
has difficulties in progressing into boundary concavities.

state vector in (5) is computed by

p(ot|xt|t−1) = p(ot|vt|t−1)

∝ exp− d

2σ2N

N∑
i=1

[(rf t(si)− rt(si)) · n̄(si)]2 (14)

where σ2 is an assumed variance due to measuremnt
error, d is the dimension of shape vector and n̄(si) is a
normal unit vector at rt(si) of N sample points on the
predicted contour, vt|t−1.

4. Learning

4.1 Learning via EM Algorithm

EM algorithm is a general iterative technique for find-
ing maximum likelihood parameter estimates in prob-
lems where some variables are unobserved [5]. In our
case, continuous state variables and discrete state vari-
ables are unobserved. Assume that the probability den-
sity for observation sequence is parameterized using
λ = {Fj , Dj , Qj, πj ,Φ|j = 1, 2, · · · ,M }, p(OT |λ), the
log-likelihood is given by

Likelihood(λ|OT )
= log p(OT |λ)
= log

∑
MT

∫
XT

p(MT , XT , OT |λ)dXT (15)

where MT and XT are sequences (of length T ) of dis-
crete states and continuous states, respectively. Neal
and Hinton [15] showed that the auxiliary log-likelihood
is given by

L =
∑
MT

∫
XT

(
p(MT , XT |OT , λ̄)

· log p(MT , XT , OT |λ)
)
dXT

= Ep̄[log p(MT , XT , OT |λ)] (16)
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where p̄ = p(MT , XT |OT , λ̄) and λ̄ is previously esti-
mated parameter set. From Fig. 1, the joint probabil-
ity for the sequences of statesXT ,MT and observations
OT can be factored as:

p(MT , XT , OT |λ)

= p(m1)p(x1|m1)p(o1|x1,m1)
T∏
t=2

p(ot|xt,mt)

×
T∏
t=2

p(mt|mt−1)p(xt|xt−1,mt−1,mt))

= πm1pm1(x1)pm1(o1|x1)
T∏
t=2

pmt(ot|xt)

×
T∏
t=2

Φmt−1 ,mtpmt−1 ,mt (xt |xt−1 )

=
M∏
j=1

[πjpj(x1)pj(o1|x1)]ψ1(j)

×
T∏
t=2

M∏
j=1

[pj(ot|xt)]ψt(j)

×
T∏
t=2

M∏
i=1

M∏
j=1

[Φi,j pi,j (xt |xt−1 )]ψt−1 (i)ψt (j) (17)

where ψt(k) = 1 if mt = k, otherwise 0. Based on
the collapsing method in the presented switching linear
model, it follows that

pi,j(xt|xt−1) 

√
det(Q−1

j )
√
2π

d
exp

(
η

′(i,j)
t Q−1

j η
(i,j)
t

)
(18)

where η(i,j)
t = (x(i,j)

t −Fjx(i)
t−1−Dj) and d is dimension

of state vectors. Substituting (17) and (18) into (16),
then L can be approximately obtained as the followings,
up to constants: (refer to Appendix C)

L 
 L̃ =
T∑
t=2

M∑
i,j=1

(
p(mt−1 = i,mt = j|OT )·

1
2 (det(Q

−1
j )− η′(i,j)

t|T Q−1
j η

(i,j)
t|T )

)

+
T∑
t=2

M∑
i,j=1

p(mt−1 = i,mt = j|OT ) logΦi,j

+
M∑
i=1

p(m1 = i|OT ) log πi (19)

EM algorithm starts with an initial guess of parame-
ters and proceeds by applying the following two steps
repeatedly:

E step On the condition given the observation se-
quence of full length and the previous parameter set,
OT , λ̄, we estimate continuous states x(mt)

t|T , joint-

continuous states x(mt−1,mt)
t|T , and probabilities of joint-

discrete states and discrete states, p(mt−1,mt|OT ) and

p(mt|OT ). These estimations are performed through
the forward and the backward processes described in
Sects. 2.2 and 2.3.
M step If L̃ is expressed by λ and the estima-
tions from E step, then we estimate λ maximizing L̃.
The new parameter set, λ = {Fj , Dj , Qj , πj ,Φ|j =
1, 2, · · · ,M }, is obtained as Appendix A.

The above two steps are iterated until the likelihood
value converges. The likelihood value can be computed
easily by (23) given in the following section.

4.2 Practical Problems

EM learning starts with an initial guess of parameters.
If shape-changing hand gestures are considered as in
the paper, initial guess of them become more significant
because with a default or roughly determined dynamics
it is impossible to track a shape-changing hand gesture.
Initial tracking has to be feasible to some extent so
that the dynamic model can be improved by iterative
adjustment of dynamic parameters. Thus, with respect
to each sequence segmented manually, initial estimation
of parameters is performed by the maximum likelihood
method.

It is necessary to prepare training sequences of
state vectors. That is essential to general learning pro-
cesses using the maximum likelihood method. Even
though such a sequence can be obtained in various
ways, there often occurs a problem in the case of shape-
changing hand gestures considered here. Generally,
outlines of a hand have gradual changes over time.
However, shape vectors representing its outlines often
vary abruptly on the shape space due to separate pa-
rameterizations of outlines of the hand. This often leads
to poor learning.

In fact, if the training sequence can be obtained
sequentially and entirely through an iterative contour
fitting using B-spline snake or deformable templates,
it might be possible to avoid the jump changes. That
is, beginning from the initial outline of the hand, the
fitted contour is projected onto the shape space with a
gradual change from the previous shape vector since the
current outline of the hand is fitted from the previous
contour (shape vector) and the detected feature map.
However, as addressed above, this process is not always
successful because of boundary concavities.

4.3 Regularized Smoothing

In this section, we present the regularized smoothing
method to make a training sequence of shape vectors
have gradual changes on the shape space but outlines of
the hand remain invariant with allowable errors. To re-
duce the undesirable jump changes between shape vec-
tors as many as possible, we can apply B-spline fitting
using deformable templates partially as long as it works
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Fig. 3 An initially given training sequence of contours. These
contours are originated from two differently parameterized con-
tour. The length of the sequence and the size of an image is 30
frames and 360×240 pixels, respectively. From left to right, the
frame numbers are 1,21,22,26 and 30.

well. Figure 3 shows a moving hand sequentially. Con-
tours from the 1st frame to the 21st frame were ob-
tained by iterative curve fitting from the first contour.
The others were fitted backwardly from the last con-
tour. As expected from the previous section, it was
found that a jump exists between 21st frame and 22nd
frame because they were originated from two separate
parameterizations. Figure 4 shows the shape vectors
representing the contour shape on the space of the first
two dimensions of the PCA shape space. The black
dots clearly show this jump.

Given a sequence of shape vectors, vo
1, v

o
2, · · · , vo

T,
the new fitted shape vector at time t, vt, can be ob-
tained by the following regularized smoothing.

Step 1 Initialize vt = vo
t , t = 1, 2, · · · ,T

Step 2 Estimate

vt = argmin
v̂t

α

∥∥∥∥v̂t − 3vt−1 + vt+1 − vt−2

3

∥∥∥∥
2

+
1
N

N∑
i=1

[(r̂t(si)− rot (si)) · n̄(si)]2,

t = 3, 4, · · · , T − 1 (20)

Step 3 Iterate Step 2

where α is a regularized smoothing constant, r̂t and rot
are the contour points of v̂t and vo

t , respectively, and
‖ ‖ denotes L2 norm [2]. n̄(si) is the normal vector at
a sampled point of r̂t. The first part in (20), which
describes a smoothness constraint using discrete time
acceleration, forces the current state to be positioned
for smooth changes in a local interval while the sec-
ond part guarantees that the fitted curve remains un-
changed. The regularized smoothing controls trade-off
from smooth changes between shape vectors to more ac-
curate fitting. A smoothness error and a contour error
are defined as the first norm and the second part in (20)
after the regularized smoothing, respectively. Figure 5
shows that the smoothness improves but the fitting er-
ror increases as the constant increases. We have found
that the constant α = 2.5 is adequate to the trade-off.
In the case of α = 2.5, the maximum contour error
amounts to 5.37 pixel2 at 22 nd frame. In Fig. 4, the
smoothed sequence of shape vectors is shown as the
white-dots curve without any jump.

Fig. 4 The result of the regularized smoothing. The original
sequence has a jump change between 21st and 22nd. The jump
change disappears after the regularized smoothing with α = 2.5.

Fig. 5 Smoothness error vs. contour error. Total smoothness
error is computed by summation of smoothness errors over time.
Total contour error is computed by summation of contour errors
over time likewise.

5. Recognition

Recognition of hand gestures can be considered as the
problem to determine which model tracks a hand ges-
ture well. Therefore, a given sequence of hand gestures
can be recognized by means of the likelihood values of
candidate models. As addressed in Sect. 1, our goal is
to track and recognize hand gestures simultaneously.
We have to compute the likelihood of each model while
tracking is being performed by the forward algorithm.
Then, a given sequence of hand gestures can be recog-
nized as the model with the maximum likelihood.

The switching linear model can be represented by
the parameter set λ. The likelihood of λ given an ob-
servation sequence can be calculated by

L(λ|Oτ ) = p(Oτ |λ) =
τ∏
t=1

p(ot|Ot−1, λ). (21)

Abbreviating λ, from (A· 2) and (A· 4)
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p(ot|Ot−1) =
1
kt

(22)

Substituting this into (21), log-likelihood Lτ is obtained
by

Lτ =
τ∑
t=1

log
(

1
kt

)
(23)

where kt has been computed in the forward algorithm.

6. Experimental Result

We used image sequences with black backgrounds for
training. A PCA shape space of the hand was built
with control vectors of contours estimated or corrected
manually from image sequences. Then we applied the
regularized smoothing to the shape vectors projected
onto the shape space. The smoothed training sequence
is segmented by hand to distinguish linear models in-
dexed by discrete states. Initial estimation of each lin-
ear model is performed with each segmented sequence
by the maximum likelihood method. Then EM leain-
ing using the collapsing method was performed with
respect to the smoothed training sequence. We ap-
plied the trained model to a test image sequence with
a complicated background. We used different variance
of measurement error, σ, of (14) in a test and train-
ing (σtest : 4pixel, σtraining : 2pixel). It is necessary to
increase for a complicated background. σ is used as
a factor in Kalman updating of shape vectors besides
(14) [2].

We constructed two gesture models, A and B. Ges-
ture model A represents a gesture composed of spread-
ing and folding a hand. Gesture model B describes a
gesture in which one stretches his arm while his fist is
unfolded and clenches his fist following clockwise move-
ment of the hand. The number of discrete states of a
gesture model was determined as a minimum number
enough to track the gesture. The gesture models A and
B were designed to have two and three discrete states,
respectively. Figure 6 shows the training sequence of
each gesture model.

Figure 7 shows tracking results by conventional
trackers and the new tracker using the presented
scheme. In Fig. 7 (a) the constant velocity Kalman
tracker tracked the hand roughly but did not catch se-
vere concavities caused by the index finger. The tracker
with the single linear dynamic model trained for track-
ing severe changes in the hand shapes was distracted
when the hand moves rapidly as shown in Fig. 7 (b).
However, the presented tracker using gesture model
A tracked the hand gesture successfully as shown in
Fig. 7 (c). Figure 8 shows tracked contours by model B.
Transition between the discrete states is described in
Fig. 9.

To show recognition during tracking, we applied
two models to each test sequence as shown in Fig. 10.

(a)

(b)

Fig. 6 Training image sequences for two gesture models. In
(a), the training image sequence of gesture model A is shown.
Discrete state 1 corresponds to spreading a hand through shape
changes:stone-scissors-paper(1st, 2 nd and 3 rd pictures from the
leftmost). The motion of folding the hand is represented by dis-
crete state 2(3 rd, 4 th, 5 th and 6 th pictures from the leftmost).
(b) shows the training sequence of gesture model B. In discrete
state 1 one’s arm is being stretched while his fist is unfolded (1st,
2 nd and 3 rd pictures from the leftmost). Discrete state 2 cor-
responds to clockwise movement of the hand (3 rd, 4 th and 5 th
pictures from the leftmost). Discrete state 3 represents clenching
one’s fist(the rightmost picture).

(a) Constant velocity Kalman model

(b) Single linear dynamic model

(c) Proposed gesture model

Fig. 7 Tracking examples.

Fig. 8 Tracking by model B. A test sequence with the compli-
cated background was given, the tracker of model B successfully
tracked the hand gesture with the rapid changes in shapes and
positions. From left-top to right-down, the frame numbers are
1,21,25,31,46,77,92 and 105, respectively.

The likelihood of each model is computed at every time.
Recognition is performed by selection of a model with
the largest likelihood. In the experiment in Fig. 10 (b),
the likelihood of model A decreases sharply since the
tracker of model A is distracted because of the rapid
upward-movement of the hand as plotted in Fig. 11.
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Fig. 9 Transition between discrete states.

(a)

(b)

Fig. 10 Tracking and recognition. The black contour is the
tracker of model A and the white contour is the tracker of model
B. Two trackers start tracking from the known initial state, but
only the tracker of model A works correctly in (a) while the
tracker of model B in (b). Recognition is performed during track-
ing by comparision of likelihood at every time.

Fig. 11 Likelihood for recognition. This figure shows likeli-
hood of each model at each time in the case of Fig. 10 (b). Dif-
ference between likelihood values of two models increases rapidly
since the tracker of model A is distracted.

7. Conclusion

We have presented a framework to track and recog-
nize shape-changing hand gestures simultaneously. To

model complex and rich dynamic behaviors of hands,
we have introduced switching linear model in which
shape vectors, which are parameterizations of hand
contours by active contour model, are considered as
state vectors. To overcome exponential complexity of
exact inference in switching linear model, an approxi-
mate inference is performed by a collapsing method in
which some Gaussian distributions of state vectors are
merged.

The parameters of the model are estimated via EM
algorithm into which the collapsing method is incorpo-
rated. We have also presented a smoothing method us-
ing regularization for smoothness in a training sequence
of shape vectors. Through this process, we obtain shape
vectors shifted on a shape space while real outlines of
the hand remain invariant with allowable errors.

Recognition is performed by selection of a model
out of some trained models through log-likelihood val-
ues of each model. Log-likelihood values are computed
from a forward algorithm that performs filtering pro-
cess based on the collapsing method. Thus, we can
recognize shape-changing gestures during tracking. Ex-
perimental results show that shape-changing hand ges-
tures are recognized and tracked simultaneously using
the presented scheme.

Although we achieved satisfactory results in track-
ing under complicated background, there still remains a
problem that the allowable error bound in the approx-
imate inference is not known. In other words, we have
no information enough to make sure that the collaps-
ing method can cope with all various backgrounds. As
an alternative, there are Monte-Carlo-based methods
in which a number of samples are used to represent the
probability densities of state vectors [7], [11], [13]. Al-
though this approach is plausible to complex-cluttered
backgrounds, this is often considered not to be feasible
for real time applications because the exponential num-
ber of samples is required for high dimensional space,
which is general in shape-changing hand gestures.

The presented scheme is expected to be applicable
to the recognition of sign languages. We are planning
to examine usefulness of our scheme for sign language
system. This is left for our future work.
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Appendix A: M step in EM learning

The parameters maximizing L can be obtained as the
followings:

Φi,j =

∑T

t=2
p(mt−1 = i,mt = j|OT )∑T

t=2
p(mt−1 = i|OT )
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Appendix B

p(ot|mt−1,mt, Ot−1)

=

∫
xt

p(ot|xt)p(xt|mt−1,mt, Ot−1)dxt

= Ep(xt|mt−1,mt,Ot−1)[p(ot|xt)] (A· 1)
From (A· 1) the probability of the filtered joint-discrete state
is derived by

p(mt−1,mt|Ot)

=
p(mt−1,mt|Ot−1)Ep(xt|mt−1,mt,Ot−1)[p(ot|xt)]

p(ot|Ot−1)
.

(A· 2)
From (3) since we assumed that

p(xt|mt−1, mt, Ot−1) = N(x
(mt−1,mt)

t|t−1
, P

(mt−1,mt)

t|t−1
),

it follows that

Ep(xt|mt−1,mt,Ot−1)[p(ot|xt)]

� p(ot|x(mt−1,mt)

t|t−1
). (A· 3)

Then the probability of the filtered joint-discrete state is
given as

p(mt−1,mt|Ot)

� ktp(mt−1,mt|Ot−1)p(ot|x(mt−1,mt)

t|t−1 ). (A· 4)
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Appendix C

From the following (A· 5) – (A· 8), (19) can be obtained.

log p(MT , XT , OT |λ)

=

M∑
j=1

ψ1(j){log πj + log pj(x1) + log pj(o1|x1)}

+

T∑
t=2

M∑
j=1

ψt(j) log pj(ot|xt)

+

T∑
t=2

M∑
i,j=1

ψt−1(i)ψt(j){log Φi,j + log pi,j(xt|xt−1)}

(A· 5)
Ep̄[log pi,j(xt|xt−1)]

� 1

2
{det(Q−1

j ) − η
′(i,j)
t|T Q−1

j η
(i,j)

t|T } − d log
√

2π

(A· 6)
Ep̄[ψ1(j)] � p(m1 = j|OT ) (A· 7)
Ep̄[ψt−1(i)ψt(j)] � p(mt−1 = i,mt = j|OT ) (A· 8)
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