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#### Abstract

The NK fitness landscape is a mathematical landscape model with a parameter $k$ that governs the degree of ruggedness of the landscape. We presented a procedure to fit a given landscape to the NK fitness landscape by introducing the "apparent $k$-value" $k_{\text {app }}$. In this paper, we defined the protein free energy $(\Delta G)$ landscape in amino acid sequence space, where $\Delta G$ is the folding free energy from a random coil to a "certain conformation". Applying this landscape to our fitting procedure, we examined the statistical properties of the landscape. For calculation of a conformation energy, amino acid residues are represented by points, and interaction energies among amino acid residues are given as $(1+K)$-body interactions, that is, an unit of interacting $(1+K)$ residues cooperatively contribute a single energy value to the conformational energy. Our results suggest that the apparent $k$-value of the free energy landscape is $k_{\text {app }} \approx K$, and that the number of possible interactions among residues is unrelated to the $k_{\text {app }}$ value. This leads to the inference that $k_{\text {app }}$ takes values about $1 \sim 3$ in real landscapes, if nature adopts two-body $\sim$ four-body interaction energies.
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## 1 Introduction

Molecular evolution is comprehended as a hill-climbing process on a fitness landscape in the dark (Wright,1931;Maynard-Smith, 1970; Eigen, 1985; Kauffman, 1993; Voigt et al., 2000). Therefore, the climbing ability depends on a statistical property of the fitness landscape. Therefore, fitness landscapes are regarded as the "evolutionary attribute" of biopolymers, and investigation of fitness landscapes is an important issue in the field of life science and evolutionary molecular engineering. In particular, it is important to estimate
the degree of ruggedness of these landscapes, as ruggedness governs the evolvability of biopolymers. We are interested in whether there is a common degree of ruggedness over all kinds of proteins.

In this paper, we focused on the protein-folding free energy from a random coil to a "certain conformation" and the free energy landscape in sequence space for the following reasons (note that the domain in the landscape is not conformation space but sequence space). Suppose that a certain sequence is given, and let $a_{l}$ and $f_{l}$ be the functional activity of a conformation $l$ per molecule and the mole fraction of the conformation $l$ at equilibrium, respectively. The overall fitness of the given sequence is observed as the mean functional activity, $\langle a\rangle=\sum_{l} a_{l} f_{l}$ with $\sum_{l} f_{l}=1$ (Ancel \& Fontana,2000). This means that the fitness landscape can be decomposed into two elements: one is the landscape of molecular activity (the term $a_{l}$ ) and the other is the landscape of the mole fraction (the term $f_{l}$ ) or the thermodynamic stability, in which the mole fraction $f_{l}$ at equilibrium is related with the folding free energy $\Delta G_{l}$ of the conformation $l$ by $f_{l}=1 /\left(1+\exp \left(\Delta G_{l} / T\right)\right)$. In this paper, we focused on the protein free energy $(\Delta G)$ landscape in amino acid sequence space, where $\Delta G$ is the folding free energy from a random coil to a "certain conformation", and we examined the degree of ruggedness of the landscape.

The NK model is a familiar mathematical model that describes a complex system in which an arbitrary element is affected by other $k$ elements (Kauffman, 1993). For a protein, each amino acid site corresponds to an element in the NK model. We refer to the fitness landscape described by the NK model as the "NK fitness landscape" in this paper. The parameter $k$ governs the degree of ruggedness of the NK fitness landscape. If $k=0$, mutational additivity holds and the landscape then has a single peak. As the $k$-value increases, the surface of the landscape becomes more rugged and many local optima appear. We have studied theoretically the statistical properties of NK fitness landscapes (Aita et al., 2007). Our aim is to estimate the apparent $k$-value of the free energy landscape by fitting it to an NK fitness landscape.

Fitting the protein folding problem to spin glass models has previously been studied (e.g. Bryngelson \& Wolynes,1987;Shakhnovich \& Gutin,1990). In a study related to ours,

Shakhnovich \& Gutin (1990) presented the idea that a significant proportion of all possible protein sequences could have a thermodynamically dominant fold. The main difference between the spin glass model and NK model is that the former considers only one and two-body interactions, while the latter considers $(1+K)$-body interactions.

In the first part of this paper, we summarized a model of the NK fitness landscape and the statistical property of local fitness distributions around reference sequences. Next, we defined the "apparent $k$-value", $k_{\text {app }}$, for a given landscape from the viewpoint of local fitness distributions. In the second part, concerning a fixed conformation of a protein, we considered the energy landscape in amino acid sequence space. In the third part, the folding free energy landscapes in sequence space were composed from the elemental energy landscapes for all possible conformations. We made a prediction that if interaction energies among amino acid residues were given as $(1+K)$-body interactions, the apparent $k$-value of the free energy landscape would be $k_{\text {app }} \approx K$, and that the number of possible interactions among residues was unrelated to the $k_{\text {app }}$ value. In the last part, this prediction was confirmed numerically by computer experiments using a diamond lattice model.

## 2 NK landscape and X landscape

### 2.1 Model of the NK fitness landscape

We consider all conceivable amino acid sequences with chain length $\nu$, where $\lambda(=20)$ naturally occurring amino acids are available letters at every site. Each sequence is mapped into the corresponding point in $\lambda$-valued $\nu$-dimensional sequence space. The fitness $W$ for a given sequence " $\mathrm{A}_{1} \mathrm{~A}_{2} \cdots \mathrm{~A}_{\nu}$ " is defined by

$$
\begin{equation*}
W=\sum_{j=1}^{\nu} w_{j}\left(\mathrm{~A}_{j} \mid \mathrm{A}_{j_{1}}, \mathrm{~A}_{j_{2}}, \cdots, \mathrm{~A}_{j_{k}}\right) \tag{1}
\end{equation*}
$$

where $w_{j}\left(\mathrm{~A}_{j} \mid \mathrm{A}_{j_{1}}, \mathrm{~A}_{j_{2}}, \cdots, \mathrm{~A}_{j_{k}}\right)$ is the "site-fitness," i.e., a fitness contribution from a particular letter $\mathrm{A}_{j}$ at the $j$ th site when the $k$ sites $\left\{j_{1}, j_{2}, \cdots, j_{k}\right\}$ are occupied by the particular letters $\left\{\mathrm{A}_{j_{1}}, \mathrm{~A}_{j_{2}}, \cdots, \mathrm{~A}_{j_{k}}\right\}$. The $k$ sites $\left\{j_{1}, j_{2}, \cdots, j_{k}\right\}$ are randomly chosen from among all of the $\nu-1$ sites except the $j$-th site. The assignment of site-fitness values is conducted as follows: With a given set of letters $\left\{\mathrm{A}_{j_{1}}, \mathrm{~A}_{j_{2}}, \cdots, \mathrm{~A}_{j_{k}}\right\}$, the site-fitness of an arbitrary letter $a, w_{j}\left(a \mid \mathrm{A}_{j_{1}}, \mathrm{~A}_{j_{2}}, \cdots, \mathrm{~A}_{j_{k}}\right)$, is assigned randomly from the discrete uniform distribution with mean $\varepsilon$ and variance $\sigma^{2}$. In the assignment, degeneracy is not allowed, that is, $w_{j}(a \mid \cdots) \neq w_{j}\left(a^{\prime} \mid \cdots\right)$ for $a \neq a^{\prime}$.

The fitness landscape resulting from this model is called the "NK landscape." We note that our definition is slightly different from that of the original NK landscape (Kauffman, 1993). In the case of $k=0$, the fitness landscape has a single peak. As the $k$-value increases, the surface of the fitness landscape becomes more rugged and many local optima appear.

Let $\mathscr{E}[W]$ and $\mathscr{V}[W]$ be the mean and variance, respectively, of the fitness $W$ over all possible sequences in the whole sequence space. These are given by

$$
\begin{equation*}
\mathscr{E}[W]=\varepsilon \nu \quad \text { and } \quad \mathscr{V}[W]=\sigma^{2} \nu \tag{2}
\end{equation*}
$$

because it is expected that there is no correlation between the site-fitness values of different sites. The derivation of eqn.(2) is shown in Appendix A. The probability density of fitness $W$ over the whole sequence space is approximately described by a normal distribution with mean $\mathscr{E}[W]$ and variance $\mathscr{V}[W]$. We define the region $W=\mathscr{E}[W]$ as the foot of the
landscape. Let $\mathscr{O}[W]$ be the fitness of the global optimum (peak) on the landscape. We refer to $(\mathscr{O}[W]-\mathscr{E}[W])$ as the "height" of the landscape.

### 2.2 Fitness distribution over the $d$-boundary on the NK landscape

We focus on the set of all sequences at distance $d$ from a parent sequence in the sequence space. That is, the set consists of all conceivable $d$-fold point mutants generated from the parent sequence. According to Fontana and Schuster (1998), we call the set the " $d$ boundary" of the parent sequence (Fig.1). The size of the $d$-boundary is $\binom{\nu}{d}(\lambda-1)^{d}$. Let $\mathscr{W}$ be the fitness of the parent, and let $\Delta W$ be the change in fitness from the parent to its arbitrary mutant on the $d$-boundary $(\Delta W=W-\mathscr{W})$. Let $\psi_{d}(\Delta W \mid \mathscr{W})$ be the probability density of $\Delta W$ over the $d$-boundary, when $\mathscr{W}$ is fixed. $\psi_{d}(\Delta W \mid \mathscr{W})$ is approximately given by the normal distribution:

$$
\begin{equation*}
\psi_{d}(\Delta W \mid \mathscr{W}) \approx \frac{1}{\sqrt{2 \pi \mathbf{V}[\Delta W \mid \mathscr{W}]}} \exp \left(-\frac{(\Delta W-\mathbf{E}[\Delta W \mid \mathscr{W}])^{2}}{2 \mathbf{V}[\Delta W \mid \mathscr{W}]}\right) \tag{3}
\end{equation*}
$$

where $\mathbf{E}[\Delta W \mid \mathscr{W}]$ and $\mathbf{V}[\Delta W \mid \mathscr{W}]$ are the conditional expectation and variance of $\Delta W$ over the $d$-boundary (Aita \& Husimi,2003;Aita et al.,2007). These are respectively given as follows:

$$
\begin{align*}
\mathbf{E}[\Delta W \mid \mathscr{W}] & =-(\mathscr{W}-\mathscr{E}[W]) \mathscr{D} / \nu  \tag{4}\\
\mathbf{V}[\Delta W \mid \mathscr{W}] & \approx a \mathscr{V}[W] \mathscr{D} / \nu \tag{5}
\end{align*}
$$

where $\mathscr{E}[W]$ and $\mathscr{V}[W]$ are the mean and variance, respectively, of fitness $W$ over all possible sequences in the whole sequence space (eqn.(2)). $\mathscr{D}$ is defined as the mean number of sites that change their site-fitnesses as a result of random $d$-fold point mutations.

$$
\begin{align*}
\mathscr{D} & =\nu-(\nu-d)\left(1-\frac{k}{\nu-1}\right)^{d}  \tag{6}\\
& \approx d(1+k) \quad \text { for } d k \ll \nu . \tag{7}
\end{align*}
$$

In Fig. 1 in Aita et al., (2007) ${ }^{1}$, $\mathscr{D}$ is demonstrated as a function of $d$. The $a$ in eqn.(5) takes a value between 1 and 2. We note that the distribution shown in eqn.(3) has a truncation

[^0]because of the finitude of the number of mutants, but the truncation is actually small and negligible (Aita et al.,2007). Fig. 1 is a schematic representation of eqn.(3).

Eqns (4) and (5) are easily derived as follows. Let $\mathscr{W}$ be the fitness of a parent sequence, and let $w_{\text {out }}$ and $w_{\text {in }}$ be the "outgoing" and "incoming" changes, respectively, in site-fitness at a single mutated site. First, for the incoming site-fitness $w_{\text {in }}$, since the value of $w_{\text {in }}$ is randomly chosen from the discrete uniform distribution with mean $\varepsilon$ and variance $\sigma^{2}$, the mean and variance of $w_{\text {in }}$ are given by

$$
\begin{equation*}
\mathbf{E}\left[w_{\text {in }}\right]=\varepsilon=\mathscr{E}[W] / \nu, \quad \mathbf{V}\left[w_{\text {in }}\right]=\sigma^{2}=\mathscr{V}[W] / \nu, \tag{8}
\end{equation*}
$$

(using eqn. (2)). Second, for the outgoing site-fitness $w_{\text {out }}$, since the value of $w_{\text {out }}$ is randomly chosen from among the $\nu$ site-fitnesses $\left\{w_{1}, w_{2}, \cdots, w_{\nu}\right\}$ for the parent sequence, the mean and variance of $w_{\text {out }}$ are given by

$$
\begin{equation*}
\mathbf{E}\left[w_{\text {out }}\right]=\mathscr{W} / \nu, \quad \mathbf{V}\left[w_{\text {out }}\right]=a^{\prime} \sigma^{2}=a^{\prime} \mathscr{V}[W] / \nu \tag{9}
\end{equation*}
$$

The $a^{\prime}$ takes a value between 0 and 1 . In the NK model mentioned above, random $d$-fold point mutations cause changes in site-fitness at $\mathscr{D}$ sites on average. Therefore, eqns (4) and (5) are derived from

$$
\begin{align*}
\mathbf{E}[\Delta W \mid \mathscr{W}] & =\left(\mathbf{E}\left[w_{\text {in }}\right]-\mathbf{E}\left[w_{\text {out }}\right]\right) \times \mathscr{D}  \tag{10}\\
\mathbf{V}[\Delta W \mid \mathscr{W}] & =\left(\mathbf{V}\left[w_{\text {in }}\right]+\mathbf{V}\left[w_{\text {out }}\right]\right) \times \mathscr{D} \tag{11}
\end{align*}
$$

### 2.3 Fitting a given landscape to the NK landscape

In this subsection, we refer to a given landscape, which can be explored by in vitro or in silico evolution experiments. If several statistical properties observed for the landscape are compatible with the theoretical framework of the NK landscape, we can estimate the apparent $k$-value for the given landscape from the observations. The apparent $k$-value is denoted by $k_{\text {app }}$ in this paper.

For a given landscape, suppose the following:
(1) the frequency distribution of the fitness $W$ over the $d$-boundary of an arbitrary sequence with fitness $\mathscr{W}$ is approximately a normal distribution.
(2) the mean and variance of the fitness change $\Delta W(=W-\mathscr{W})$ for the normal distribution are respectively described by

$$
\begin{align*}
& \mathbf{E}[\Delta W \mid \mathscr{W}]=-(\mathscr{W}-\mathscr{E}[W]) d / \nu \times \gamma \quad \text { for } d \ll \nu  \tag{12}\\
& \mathbf{V}[\Delta W \mid \mathscr{W}]=a \mathscr{V}[W] d / \nu \times \gamma \quad \text { for } d \ll \nu \tag{13}
\end{align*}
$$

where $\gamma$ is a constant.

If these properties are observed everywhere on the given landscape, we call the landscape an "X landscape" and define the apparent $k$-value of the given landscape as

$$
\begin{equation*}
k_{\mathrm{app}}=\gamma-1 \tag{14}
\end{equation*}
$$

This definition originates from eqns (4) and (5) with eqn.(7) in the previous subsection.
It should be noted that adaptive walks on a fitness landscape are significantly governed by the local fitness distributions rather than the details of the landscape structure (Aita et al., 2007). Thus, we can expect that the statistical property of adaptive walks on the X landscapes with $k_{\text {app }}=k$ is comparable to that on NK landscapes with the same $k$-values.

Another procedure for estimating the apparent $k$-value of a given landscape is to calculate an autocorrelation function (Fontana et al.,1993). Autocorrelation function of the NK landscape is given by

$$
\begin{equation*}
\rho(d)=1-\frac{\mathscr{D}}{\nu} . \tag{15}
\end{equation*}
$$

The derivation is shown in Appendix B. According to eqn.(44) in Appendix B, $\rho(d)$ is derived from $\mathbf{E}[\Delta W \mid \mathscr{W}]$, and then includes the $d$-dependence of $\mathbf{E}[\Delta W \mid \mathscr{W}]$. Therefore, it is expected that the apparent $k$-value estimated by calculating the autocorrelation function is the same as that we proposed here.

## 3 Energy landscape in amino acid sequence space for a fixed conformation

In this section, we refer to an energy landscape in amino acid sequence space under the condition that a certain conformation is fixed, while the amino acid sequence is variable.

For simplicity, amino acid residues are represented by points. We adopt a $(1+K)$ body interaction energy function system, that is, an unit of interacting $(1+K)$ residues cooperatively contribute a single energy value to a protein's conformational energy. For example, many researchers use a pairwise energy function $(K=1)$ (e.g. Miyazawa \& Jernigan,1985) and a four-body energy function $(K=3)$ based on Delaunay tessellation of protein structures (e.g. Singh et al.1996). The energy $E$ for an amino acid sequence $\mathrm{A}_{1} \mathrm{~A}_{2} \cdots \mathrm{~A}_{\nu}$ mounted on the fixed conformation is given by

$$
\begin{align*}
E & =\sum_{c=1}^{C} e\left(\mathrm{~A}_{j_{0}^{c}}, \mathrm{~A}_{j_{1}^{c}}, \cdots, \mathrm{~A}_{j_{K}^{c}}\right)  \tag{16}\\
& =\frac{1}{1+K} \sum_{j=1}^{\nu} \sum_{b=1}^{B_{j}} e\left(\mathrm{~A}_{j}, \mathrm{~A}_{j_{1}^{b}}, \cdots, \mathrm{~A}_{j_{K}^{b}}\right) . \tag{17}
\end{align*}
$$

The $e\left(\mathrm{~A}_{j_{0}^{c}}, \mathrm{~A}_{j_{1}^{c}}, \cdots, \mathrm{~A}_{j_{K}^{c}}\right)$ in eqn.(16) (or $e\left(\mathrm{~A}_{j}, \mathrm{~A}_{j_{1}^{b}}, \cdots, \mathrm{~A}_{j_{K}^{b}}\right)$ in eqn.(17)) represents the $(1+K)$-body energy for a set of $(1+K)$ interacting residues $\left\{\mathrm{A}_{j_{0}^{c}}, \mathrm{~A}_{j_{1}^{c}}, \cdots, \mathrm{~A}_{j_{K}^{c}}\right\}$ (eqn.(16)) (or $\left\{\mathrm{A}_{j}, \mathrm{~A}_{j_{1}^{b}}, \cdots, \mathrm{~A}_{j_{K}^{b}}\right\}$ (eqn.(17))). We call the set an "interacting cluster" and call $e(\cdots)$ "cluster-energy" hereafter. $C$ in eqn.(16) is the number of all of the interacting clusters and $B_{j}$ in eqn.(17) is the number of interacting clusters to which the $j$-th site belongs. The mean of $B_{j}$ over all sites is denoted by $B: B \equiv\left(\sum_{j=1}^{\nu} B_{j}\right) / \nu$. The $j_{K}^{b}$ in $\left\{\mathrm{A}_{j}, \mathrm{~A}_{j_{1}^{b}}, \cdots, \mathrm{~A}_{j_{K}^{b}}\right\}$ represents the $K$-th site in the $b$-th interacting cluster to which the $j$-th site belongs. We note that an interacting cluster appears when these residues are close to each other, but the detailed conditions for its appearance are not essential for our purpose. It should be noted that $K$ is a "system" parameter given by nature, whereas $C$ and $B$ are "conformational" parameters determined by individual conformational states. $K, C$ and $B$ are related by

$$
\begin{equation*}
C(1+K)=B \nu \tag{18}
\end{equation*}
$$

Consider the set of all conceivable interacting clusters, and let $\widehat{\varepsilon}$ and $\widehat{\sigma}^{2}$ be the mean and variance of the cluster-energy $e(\cdots)$ over the set. For example, a two-body energy function has $210(=21 \times 20 / 2)$ elements in the set. We assume that the cluster-energies are assigned from a set of independent random values with mean $\widehat{\varepsilon}$ and variance $\widehat{\sigma}^{2}$ (Shakhnovich \& Gutin,1990; Pande, et al.,1997). Then, the mean $\mathscr{E}[E]$ and variance
$\mathscr{V}[E]$ of the energy $E$ over the whole sequence space are approximately given by

$$
\begin{equation*}
\mathscr{E}[E]=\widehat{\varepsilon} C, \quad \mathscr{V}[E]=\widehat{\sigma}^{2} C \tag{19}
\end{equation*}
$$

Next, we consider the energy distribution over the $d$-boundary of an arbitrary sequence by a method similar to that mentioned in the previous section. Here, we derive the mean and variance for the energy distribution by following the derivation of eqns (8)-(11). Consider that a single point mutation occurs at a certain site. Let $E$ be the energy of a parent sequence, and let $e_{\text {out }}$ and $e_{\text {in }}$ be the "outgoing" and "incoming" changes, respectively, in cluster-energy for a single interacting cluster to which the mutated site belongs. The mean and variance of $e_{\mathrm{in}}$, and those of $e_{\text {out }}$ are respectively given by

$$
\begin{align*}
& \mathbf{E}\left[e_{\text {in }}\right]=\widehat{\varepsilon}=\mathscr{E}[E] / C, \quad \mathbf{V}\left[e_{\text {in }}\right]=\widehat{\sigma}^{2}=\mathscr{V}[E] / C  \tag{20}\\
& \mathbf{E}\left[e_{\text {out }}\right]=E / C, \quad \mathbf{V}\left[e_{\text {out }}\right]=a^{\prime} \widehat{\sigma}^{2}=a^{\prime} \mathscr{V}[E] / C \tag{21}
\end{align*}
$$

The $a^{\prime}$ takes a value between 0 and 1 . Random $d$-fold point mutations cause changes in cluster-energy for about $B \times d$ interacting clusters. Therefore, the mean and variance of change in energy, $\Delta E$, are respectively given by

$$
\begin{align*}
\mathbf{E}[\Delta E \mid E] & =\left(\mathbf{E}\left[e_{\text {in }}\right]-\mathbf{E}\left[e_{\text {out }}\right]\right) \times B d  \tag{22}\\
& =-(E-\mathscr{E}[E])(1+K) d / \nu  \tag{23}\\
\mathbf{V}[\Delta E \mid E] & =\left(\mathbf{V}\left[e_{\text {in }}\right]+\mathbf{V}\left[e_{\text {out }}\right]\right) \times B d  \tag{24}\\
& =a \mathscr{V}[E](1+K) d / \nu \tag{25}
\end{align*}
$$

The $a$ in eqn.(25) takes a value between 1 and 2 . When $B d$ is large, the energy distribution is approximately a normal distribution. According to Subsection 2.3, we can propose the following prediction:

Prediction 1: the energy landscape for a fixed conformation is an X landscape with

$$
\begin{equation*}
k_{\mathrm{app}}=K \tag{26}
\end{equation*}
$$

We add that the flat landscape $(E \equiv 0)$ for $C=0$ is regarded as a special case of the X landscape. This result says that $k_{\text {app }}$ of the landscape is affected by $K$ and is not affected
by $B$ (or $C$ ), whereas $B$ (or $C$ ) affects the height of the landscape from the foot to the peak (see eqn.(19)). It may be surprising that the number of possible interactions among residues in a conformation is unrelated to the $k_{\text {app }}$ value (Greene \& Higman,2003).

## 4 Folding free energy landscape in amino acid sequence space from a random coil to a certain conformation

In this section, we refer to the protein free energy $(\Delta G)$ landscape in amino acid sequence space, where $\Delta G$ is the folding free energy from a random coil to a "certain conformation."

Consider the set of all conceivable conformations with chain length $\nu$. The energy $E_{l}$ of a conformation $l$ in the set is given by eqn. (16). We focus on a particular reference conformation, which is one of the most compact ones with large $C$. This reference conformation is denoted by $l=0$ and its energy is then denoted by $E_{0}$. Let $S$ be the set defined by subtracting the element $l=0$ from the set of all conceivable conformations, and let $T$ be a temperature parameter corresponding to the room temperature.

The folding free energy $\Delta G$ from a random coil to the reference conformation $l=0$ is given by

$$
\begin{array}{rlr}
\Delta G & =E_{0}+T \ln Z^{\prime}, & \text { where } \\
Z^{\prime} & \equiv \sum_{l \in S} e^{-E_{l} / T} \tag{28}
\end{array}
$$

It should be noted that $E_{l}(l \in \mathrm{~S})$ is the X landscape with $k_{\text {app }}=K$. Let $|\mathrm{S}|$ be the number of conformations in the set S . We assume that the density function of energy $E$ in the set S is given by the truncated normal distribution with mean $m \equiv\left(\sum_{l \in \mathrm{~S}} E_{l}\right) /|\mathrm{S}|$ and variance $s^{2} \equiv\left(\sum_{l \in \mathrm{~S}}\left(E_{l}-m\right)^{2}\right) /|\mathrm{S}|$, as well as $E_{\min }$ as the minimal energy of all conformations in the set S :

$$
\begin{equation*}
\frac{1}{|\mathrm{~S}|} \sum_{l \in \mathrm{~S}} \delta\left(E-E_{l}\right) \approx \frac{e^{-(E-m)^{2} / 2 s^{2}}}{\int_{E_{\min }}^{\infty} e^{-(E-m)^{2} / 2 s^{2}} \mathrm{~d} E} \tag{29}
\end{equation*}
$$

where $\delta(w)$ is Dirac's delta function. Although there is room for argument on this assumption, we leave the details to other studies (e.g. Shakhnovich \& Gutin,1990; Pande,
et al.,1997; Wolynes \& Luthey-Schulten,1997). $Z^{\prime}$ in eqn.(28) is calculated as follows:

$$
\begin{align*}
Z^{\prime} & =\frac{\int_{E_{\min }}^{\infty} e^{-E / T} \times|\mathrm{S}| e^{-(E-m)^{2} / 2 s^{2}} \mathrm{~d} E}{\int_{E_{\min }}^{\infty} e^{-(E-m)^{2} / 2 s^{2}} \mathrm{~d} E},  \tag{30}\\
& \approx \begin{cases}|\mathrm{~S}| e^{-m / T+s^{2} / 2 T^{2}} & \text { for } T \gg \frac{s^{2}}{m-E_{\min }}, \\
e^{-E_{\min } / T} & \text { for } T \ll \frac{s^{2}}{m-E_{\min }}\end{cases} \tag{31}
\end{align*}
$$

Substituting the upper one in eqn. (31) into eqn. (27), the folding free energy is approximately given by

$$
\begin{equation*}
\Delta G \approx E_{0}-m+s^{2} / 2 T+T \ln |\mathrm{~S}| \tag{32}
\end{equation*}
$$

Here, we consider the protein free energy $(\Delta G)$ landscape in amino acid sequence space, regarding $\Delta G$ as a function of amino acid sequences. Assuming that $E_{0}-m$ in eqn.(32) is more sensitive to sequences than $s^{2} / 2 T$ for large $T$, we focus on

$$
\begin{equation*}
E_{0}-m=E_{0}-\frac{1}{|S|} \sum_{l \in S} E_{l} . \tag{33}
\end{equation*}
$$

This term gives an energy landscape resulting from a linear composition of the elemental energy landscapes, which are the X landscapes with $k_{\text {app }}=K$.

Here, we introduce the following theorem:

Theorem 1: when several independent X landscapes with $k_{\text {app }}=k$ are linearly composed, the resultant landscape becomes an X landscape with $k_{\text {app }}=k$.

The proof is shown in Appendix C. Following these findings and assuming that these elemental energy landscapes are independent, we can infer that

Prediction 2: the folding free energy landscape from a random coil to a reference conformation (eqn.(32)) is also an X landscape with

$$
\begin{equation*}
k_{\mathrm{app}} \approx K \tag{34}
\end{equation*}
$$

This prediction was numerically confirmed by computer experiments using a diamond lattice model, shown in the next section. Correlation among energy landscapes for different conformations is an interesting issue and will be examined elsewhere.

Here, we return to our motivation mentioned in the Introduction. The fraction $f$ of the structure $l=0$ at equilibrium is given by

$$
\begin{equation*}
f=\frac{1}{1+e^{\Delta G / T}} . \tag{35}
\end{equation*}
$$

Then, the natural logarithm of $f$ is

$$
\ln f \approx \begin{cases}-\Delta G / T & \text { for } \Delta G / T \gg 0, \text { that is } f \ll 1 / 2  \tag{36}\\ -e^{\Delta G / T} & \text { for } \Delta G / T \ll 0, \text { that is } f \gg 1 / 2\end{cases}
$$

We consider the "ln $f$ landscape", which is defined by assigning the $\ln f$ value of a sequence to the corresponding point in sequence space. We can see that there are two different phases on the $\ln f$ landscape: one is the region of $f \ll 1 / 2$, in which the statistical properties of the landscape are the same as those of the free energy landscape, and the other is the region of $f \gg 1 / 2$. Details are provided in the next section.

## 5 Confirmation of the theoretical prediction by computer experiments

To confirm Prediction 1 (in Sections 3) and Prediction 2 (in Sections 4), we performed computer experiments using a 3-D diamond lattice model (Blackburne \& Hirst,2003), in which amino acid residues are located at lattice points and there are four neighboring points around each point. The spatial distance between neighboring lattice points was set to be the unity $(=1)$. The number of sites was set to be $\nu=26$, and twenty naturally occurring amino acids were available at each site $(\lambda=20)$.

## Energy landscape of a fixed conformation

First, we performed computer experiments to confirm Prediction 1 (in Sections 3). We used the structure shown in Fig. 2 as a fixed conformation. This structure is one of the most compact of all of the possible conformations. Concerning the definition of energy function, we examined the following three systems:

System \#1: We set $K=1$ (this corresponds to a pairwise energy), and defined the energy of a given sequence " $\mathrm{A}_{1} \mathrm{~A}_{2} \cdots \mathrm{~A}_{\nu}$ " by

$$
\begin{align*}
E & =\sum_{i=1}^{24} \sum_{j=i+2}^{26} \delta\left(\mathrm{~A}_{i}, \mathrm{~A}_{j}\right) e\left(\mathrm{~A}_{i}, \mathrm{~A}_{j}\right),  \tag{37}\\
\delta\left(\mathrm{A}_{i}, \mathrm{~A}_{j}\right) & = \begin{cases}1 & \text { if } D\left(\mathrm{~A}_{i}, \mathrm{~A}_{j}\right)=1 \\
0 & \text { otherwise }\end{cases} \tag{38}
\end{align*}
$$

where $D\left(\mathrm{~A}_{i}, \mathrm{~A}_{j}\right)$ is the spatial distance between the $i$ th residue $\mathrm{A}_{i}$ and the $j$ th residue $\mathrm{A}_{j}$. In this system, the maximal number of $C$ among all the conformations is $C_{\max }=12$. The structure in Fig. 2 gives $C=12\left(=C_{\max }\right)$ and then $B=0.92$. We used the Miyazawa-Jernigan energy function (Table 5 in Miyazawa \& Jernigan, 1985) as values of $e\left(\mathrm{~A}_{i}, \mathrm{~A}_{j}\right)$.

System \#2: Almost all conditions were the same as in System \#1, except that eqn.(38) was replaced by

$$
\delta\left(\mathrm{A}_{i}, \mathrm{~A}_{j}\right)= \begin{cases}1 & \text { if } D\left(\mathrm{~A}_{i}, \mathrm{~A}_{j}\right) \leq 1.63  \tag{39}\\ 0 & \text { otherwise }\end{cases}
$$

The structure in Fig. 2 gives $C=60$ and $B=4.62$.

System \#3: We set $K=3$ (this corresponds to a four-body energy function), and defined the energy by

$$
\begin{equation*}
E=\sum_{j=1}^{26} \sum_{j_{1}<j_{2}<j_{3}} \delta\left(\mathrm{~A}_{j}, \mathrm{~A}_{j_{1}}\right) \delta\left(\mathrm{A}_{j}, \mathrm{~A}_{j_{2}}\right) \delta\left(\mathrm{A}_{j}, \mathrm{~A}_{j_{3}}\right) e\left(\mathrm{~A}_{j}, \mathrm{~A}_{j_{1}}, \mathrm{~A}_{j_{2}}, \mathrm{~A}_{j_{3}}\right) \tag{40}
\end{equation*}
$$

with eqn.(38). The structure in Fig. 2 gives $C=20$ and $B=3.08$. A cluster-energy value $e\left(\mathrm{~A}_{j}, \mathrm{~A}_{j_{1}}, \mathrm{~A}_{j_{2}}, \mathrm{~A}_{j_{3}}\right)$ is assigned randomly from a set of Miyazawa-Jernigan energy values.

By performing down-hill walks on each energy landscape of the three systems, we chose several reference points (parent sequences) along the walks from random points to the optimum. Then, we obtained the energy distribution over the $d$-boundary of each reference point, where $d=1,2,3$ and 4 . We found that the energy distributions were approximately a normal distribution. For the three systems, we show in Fig. 3 the relationship between $\mathbf{E}[\Delta E \mid E]$ and $-(E-\mathscr{E}[E]) d / \nu$ and the relationship between $\mathbf{V}[\Delta E \mid E]$ and $2 \mathscr{V}[E] d / \nu$ (see
equations (23) and (25)). By conducting regression analysis on the plots, we calculated the $k_{\text {app }}$ values from the slope $\gamma$ of the regression line (see eqn.(14)). As a result, $k_{\text {app }}$ equaled 0.2 for System $\# 1(K=1, C=12, B=0.92)$ and $\# 2(K=1, C=60, B=4.62)$, and $k_{\text {app }}$ equaled 2.5 for System $\# 3(K=3, C=20, B=3.08)$. These $k_{\text {app }}$ values were found to reflect their respective $K$ values. The $k_{\text {app }}$-values $(=0.2)$ for Systems $\# 1$ and $\# 2$ are much less than 1.0 due to the correlation between amino acid pairs and their energy values in the Miyazawa-Jernigan potential (Li et al.,1997). Shuffing the assignment of cluster-energy values to amino acid pairs randomly and performing the same experiment, we obtained $k_{\text {app }}=0.8$ for the two systems. These results support Prediction 1 (in Sections 3).

## Folding free energy landscape of a reference conformation

Second, we performed the same computer experiments to confirm Prediction 2 (in Sections 4). Definition of the energy function followed the conditions shown in System \#1 ( $K=1$ and $C=0 \sim 12$ ). We used the structure shown in Fig. 2 as a reference conformation $(l=0)$. Let $\mathrm{S}_{C}$ be the set of all conceivable conformations (except $l=0$ ) with a given $C$, that is $\mathrm{S}=\sum_{C=0}^{12} \mathrm{~S}_{C}$. For the size of each subset, $\left|\mathrm{S}_{12}\right|=246,\left|\mathrm{~S}_{11}\right|=872,\left|\mathrm{~S}_{10}\right|=$ $6.7 \times 10^{4},\left|\mathrm{~S}_{9}\right|=1.1 \times 10^{6}, \cdots$. Roughly, $\left|\mathrm{S}_{C}\right| \approx 10^{13} \exp (-2.0 C)$. The partition function $Z^{\prime}$ defined in eqn.(28) was calculated in the following way. For $S_{7} \sim S_{12}$, all possible conformations and their energies were enumerated, while for $S_{0} \sim S_{6}$, an approximation similar to eqn.(31) was applied to $\mathrm{S}_{C}$ :

$$
\begin{equation*}
Z^{\prime}=\sum_{C=7}^{12} \sum_{l \in \mathrm{~S}_{C}} e^{-E_{l} / T}+\sum_{C=0}^{6}\left|\mathrm{~S}_{C}\right| e^{-m_{C} / T+s_{C}^{2} / 2 T^{2}} \tag{41}
\end{equation*}
$$

with $m_{C} \equiv\left(\sum_{l \in \mathrm{~S}_{C}} E_{l}\right) /\left|\mathrm{S}_{C}\right|$ and $s_{C}^{2} \equiv\left(\sum_{l \in \mathrm{~S}_{C}}\left(E_{l}-m_{C}\right)^{2}\right) /\left|\mathrm{S}_{C}\right|$. The temperature parameter $T$ was set to be unity: $T=1$, which corresponds to the room temperature. Then, the folding free energy $\Delta G$ was calculated using eqn.(27).

The free energy landscape was explored by the same manner as for the energy landscape. Let $\Delta G$ be the free energy of a reference sequence, and let $\Delta \Delta G$ be the change in free energy from the reference sequence to an arbitrary mutant sequence located on its
$d$-boundary $(d=1,2,3,4)$. We observed that, for each $d$, the frequency distributions of $\Delta \Delta G$ were approximately the normal distribution. Fig. 4 is a plot similar to Fig.3. Fig. 4 shows the relationship between $\mathbf{E}[\Delta \Delta G \mid \Delta G]$ and $-(\Delta G-\mathscr{E}[\Delta G]) d / \nu$ and the relationship between $\mathbf{V}[\Delta \Delta G \mid \Delta G]$ and $2 \mathscr{V}[\Delta G] d / \nu$. By conducting regression analysis of these plots, we obtained $\gamma=1.3$ and then $k_{\text {app }}=0.3$. This value is close to $k_{\text {app }}=0.2$ for the energy landscape of System \#1. These observations are almost consistent with Prediction 2 (in Sections 4).

## $\ln f$ landscape of a reference conformation

Finally, we mention a statistical property of the $\ln f$ landscape. Fig.5(a) shows the frequency distribution of $\ln f$ on the $d$-boundary $(d=1,2,3,4)$ of each of four reference points on the $\ln f$ landscape. We can see that the frequency distribution in the region of $f \ll 1 / 2$ is approximately a normal distribution, while this is not the case in the region of $f \gg 1 / 2$. Fig.5(b,c) shows observed values of $\mathbf{E}[\Delta \ln f \mid \ln f]$ and $\mathbf{V}[\Delta \ln f \mid \ln f]$ as a function of the $\ln f$ of reference sequences. In this figure, we can clearly confirm that there are two different phases: the region of $f \ll 1 / 2$ and that of $f \gg 1 / 2$. The critical point $f_{\mathrm{c}}=1 / 2$ corresponds to $\Delta G=0$. In the former region, $\mathbf{E}[\Delta \ln f \mid \ln f]$ decreases linearly, obeying $-\gamma(\ln f-\mathscr{E}[\ln f]) d / \nu$, while $\mathbf{V}[\Delta \ln f \mid \ln f]$ obeys $2 \gamma \mathscr{V}[\ln f] d / \nu$, with $\gamma=1$.3.

## 6 Discussions

In this paper, we focused on the protein-folding free energy from a random coil to a "certain conformation" and fitted the free energy landscape to an NK fitness landscape (note that the domain in the landscape is not conformation space but sequence space). For calculation of a conformation energy, amino acid residues are represented by points, and interaction energies among amino acid residues are given as $(1+K)$-body interactions. Our results suggest that the apparent $k$-value of the free energy landscape is $k_{\text {app }} \approx K$, and that the number of possible interactions among residues is unrelated to the $k_{\text {app }}$ value. Additionally, this suggests that $k_{\text {app }}$ is independent of protein's model, for example, cubic
lattice, diamond lattice, off-lattice, 2D, 3D, and so on, if these protein's model give a normal distribution of conformational energies (eqn. (29)).

In nature, the number of $K$ is inherently determined as a physicochemical property of polypeptides. Almost all of the energy functions used in physics adopt two-body $\sim$ four-body energies (Ponder \& Case, 2003; Munson \& Singh,1997), which corresponds to $K=1 \sim 3$. According to our results, this fact leads to a conclusion that the folding free energy landscape takes $k_{\text {app }} \approx 1 \sim 3$. Moreover, for a real energy function system such as the Miyazawa-Jernigan energy function, the assignment of a cluster-energy value to a cluster of interacting amino acids is somewhat orderly. Therefore we can expect $k_{\text {app }}<1 \sim 3$ in real landscapes. Actually, we roughly estimated $k_{\text {app }}<0.3$ for several real proteins listed in Table 3 of Bloom et al.(2005) (details are in Appendix D). Bloom et al.(2005) succeeded in predicting the probability that a protein retains its wild-type structure after one or more random amino acid substitutions, based on the assumption of mutational additivity. Mutational additivity means $k_{\text {app }}=K=0$. Although our estimation ( $k_{\text {app }}<0.3$ ) was very rough, it was compatible with Bloom's scheme.

On the contrary, many researchers consider real fitness landscapes to be rugged ones. For example, Kauffman and Weinberger applied the NK model to affinity maturation of the V region in immunoglobulin and estimated that $k$ was about 40 (Kauffman \& Weinberger, 1989; Kauffman, 1993). In our previous paper, we estimated the $k$-value of the infectivity landscape for fd phages to be 18-27 (Hayashi et al.,2006; Aita et al.,2007). There is a large discrepancy between these estimations and the estimation in this paper $\left(k_{\text {app }}<3\right)$. There are three possibilities to explain the large ruggedness level observed. The first possibility is that, at the atomic level, nature uses multi-body energy with large $K$ such as $K=18-27$, but this seems unlikely to occur in nature. The second possibility lies in that kinetic traps make landscapes more rugged (Li et al.,2004). The third possibility lies on the following mesoscopic level. Suppose that a certain sequence is given, and let $a_{l}$ and $f_{l}$ be the functional activity of a conformation $l$ per molecule and the mole fraction of the conformation $l$ at equilibrium, respectively. The overall fitness of the given sequence is observed as the mean functional activity, $\langle a\rangle=\sum_{l} a_{l} f_{l}$. Significant
ruggedness seems to manifest at this stage. Schuster's group mapped each of the RNA sequences into the most probable secondary structure minimizing free energy, and examined the free energy landscape, which is defined by assigning the minimum free energy of a base sequence to the corresponding point in the base sequence space (Schuster,1995). They estimated $k=7-8$ for the free energy landscape in terms of autocorrelation on the landscape (Fontana et al.,1993). They obtained a statistical relationship between Hamming distance and structure distance. This relationship is called the "structure density surface" (Fig. 4 in Schuster,1995). We tried to interpret the structure density surface shown in Fig. 4 in Schuster (1995) from our original view. Under several assumptions, we roughly estimated the $k_{\text {app }}$-value of the relevant landscape to be about $9-12$, which is similar to Fontana's estimation (details are in Appendix E). This suggests that the significant ruggedness originated from the spatial distribution, in sequence space, of the most probable structure minimizing free energy.
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## Appendix A: Derivation of eqn.(2)

Consider the following sum of fitness over all the sequences of $\lambda^{\nu}$ :

$$
S_{1} \equiv \sum_{\text {all sequences }} W=\sum_{\text {all sequences }} \sum_{j=1}^{\nu} w_{j}\left(\mathrm{~A}_{j} \mid \mathrm{A}_{j_{1}}, \mathrm{~A}_{j_{2}}, \cdots, \mathrm{~A}_{j_{k}}\right) .
$$

In the set of all the sequences, there are $\lambda^{\nu-(1+k)}$ sequences which include a set of letters, $\left\{\mathrm{A}_{j}, \mathrm{~A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right\}$. Then,

$$
\begin{aligned}
S_{1} & =\sum_{j=1}^{\nu} \lambda^{\nu-(1+k)} \sum_{\left\{\mathrm{A}_{j}, \mathrm{~A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right\}} w_{j}\left(\mathrm{~A}_{j} \mid \mathrm{A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right) \\
& =\sum_{j=1}^{\nu} \lambda^{\nu-(1+k)} \sum_{\left\{\mathrm{A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right\}} \sum_{a} w_{j}\left(a \mid \mathrm{A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right) .
\end{aligned}
$$

Here, let us focus on

$$
\sum_{\left\{\mathrm{A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right\}} \sum_{a} w_{j}\left(a \mid \mathrm{A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right) .
$$

With a set $\left\{\mathrm{A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right\}$ fixed, we can see

$$
\sum_{a} w_{j}\left(a \mid \mathrm{A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right)=\varepsilon \lambda
$$

This equation holds for all possible $\lambda^{k}$ states of $\left\{\mathrm{A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right\}$. Then

$$
S_{1}=\nu \lambda^{\nu-(1+k)} \varepsilon \lambda \lambda^{k}=\varepsilon \nu \lambda^{\nu} .
$$

Therefore, the mean of fitness over all the sequences is given by

$$
\mathscr{E}=\frac{S_{1}}{\lambda^{\nu}}=\varepsilon \nu
$$

Next, consider the following sum of the square of fitness over all the sequences of $\lambda^{\nu}$ :

$$
\begin{aligned}
\sum_{\text {all sequences }} W^{2} & =S_{2}+S_{3} \\
S_{2} & \equiv \sum_{\text {all sequences }} \sum_{j=1}^{\nu} w_{j}\left(\mathrm{~A}_{j} \mid \mathrm{A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right)^{2} \\
S_{3} & \equiv \sum_{\text {all sequences }} 2 \sum_{i<j} w_{i}\left(\mathrm{~A}_{i} \mid \mathrm{A}_{i_{1}}, \cdots, \mathrm{~A}_{i_{k}}\right) w_{j}\left(\mathrm{~A}_{j} \mid \mathrm{A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right) .
\end{aligned}
$$

We can easily calculate $S_{2}$ through the procedure similar to the calculation of $S_{1}$ :

$$
S_{2}=\nu \lambda^{\nu-(1+k)}\left(\varepsilon^{2}+\sigma^{2}\right) \lambda \lambda^{k}=\left(\varepsilon^{2}+\sigma^{2}\right) \nu \lambda^{\nu} .
$$

The calculation of $S_{3}$ is done in the following way. Let $q_{i j}$ be the number of sites included in $\left\{i_{1}, \cdots, i_{k}, j_{1}, \cdots, j_{k}\right\}$ except sites $i$ and $j$. For example, if there are no overlapped sites between $\left\{i_{1}, \cdots, i_{k}\right\}$ and $\left\{j_{1}, \cdots, j_{k}\right\}$, and sites $i$ and $j$ are not included in them, we get $q_{i j}=2 k$. The number of sites that affect the site-fitness of the $i$ th and $j$ th sites ( $w_{i}$ and $\left.w_{j}\right)$ is then $2+q_{i j}$. In the set of all the sequences, there are $\lambda^{\nu-\left(2+q_{i j}\right)}$ sequences which include a set of $2+q_{i j}$ letters, $\left\{\mathrm{A}_{i}, \mathrm{~A}_{i_{1}}, \cdots, \mathrm{~A}_{i_{k}}, \mathrm{~A}_{j}, \mathrm{~A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right\}$. Then,

$$
\begin{aligned}
S_{3} & =2 \sum_{i<j} \lambda^{\nu-\left(2+q_{i j}\right)} \sum_{\left\{\mathrm{A}_{i}, \mathrm{~A}_{i_{1}}, \cdots, \mathrm{~A}_{i_{k}}, \mathrm{~A}_{j}, \mathrm{~A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right\}} w_{i}\left(\mathrm{~A}_{i} \mid \mathrm{A}_{i_{1}}, \cdots, \mathrm{~A}_{i_{k}}\right) w_{j}\left(\mathrm{~A}_{j} \mid \mathrm{A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right) \\
& =2 \sum_{i<j} \lambda^{\nu-\left(2+q_{i j}\right)} \sum_{\left\{\mathrm{A}_{i_{1}}, \cdots, \mathrm{~A}_{i_{k}}, \mathrm{~A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right\}} \sum_{a} \sum_{b} w_{i}\left(a \mid \mathrm{A}_{i_{1}}, \cdots, \mathrm{~A}_{i_{k}}\right) w_{j}\left(b \mid \mathrm{A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right) .
\end{aligned}
$$

Here, let us focus on

$$
\sum_{a} \sum_{b} w_{i}\left(a \mid \mathrm{A}_{i_{1}}, \cdots, \mathrm{~A}_{i_{k}}\right) w_{j}\left(b \mid \mathrm{A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right) .
$$

Since the site-fitness values are assigned randomly from the discrete uniform distribution with mean $\varepsilon$ and variance $\sigma^{2}$ without degeneracy (see Section 2), then the covariance of site-fitnesses is zero for large $\lambda$ :

$$
\frac{1}{\lambda^{2}} \sum_{a} \sum_{b} w_{i}\left(a \mid \mathrm{A}_{i_{1}}, \cdots, \mathrm{~A}_{i_{k}}\right) w_{j}\left(b \mid \mathrm{A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right)-\varepsilon^{2}=0
$$

Therefore,

$$
\sum_{a} \sum_{b} w_{i}\left(a \mid \mathrm{A}_{i_{1}}, \cdots, \mathrm{~A}_{i_{k}}\right) w_{j}\left(b \mid \mathrm{A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right)=(\varepsilon \lambda)^{2} .
$$

This equation holds for all possible $\lambda^{q_{i j}}$ states of $\left\{\mathrm{A}_{i_{1}}, \cdots, \mathrm{~A}_{i_{k}}, \mathrm{~A}_{j_{1}}, \cdots, \mathrm{~A}_{j_{k}}\right\}$. Then

$$
\begin{aligned}
S_{3} & =2 \sum_{i<j} \lambda^{\nu-\left(2+q_{i j}\right)}(\varepsilon \lambda)^{2} \lambda^{q_{i j}} \\
& =2 \frac{\nu(\nu-1)}{2} \varepsilon^{2} \lambda^{\nu}=\varepsilon^{2} \nu(\nu-1) \lambda^{\nu} .
\end{aligned}
$$

Therefore, the variance of fitness over all the sequences is given by

$$
\begin{aligned}
\mathscr{V} & =\frac{S_{2}+S_{3}}{\lambda^{\nu}}-\mathscr{E}^{2}=\left(\varepsilon^{2}+\sigma^{2}\right) \nu+\varepsilon^{2} \nu(\nu-1)-(\varepsilon \nu)^{2} \\
& =\sigma^{2} \nu
\end{aligned}
$$

## Appendix B: Autocorrelation function of the NK landscape

Autocorrelation function of a fitness landscape is defined by

$$
\begin{equation*}
\rho(d) \equiv \frac{\langle W(\mathbf{A}) W(\mathbf{B})\rangle_{d(\mathbf{A}, \mathbf{B})=d}-\mathscr{E}^{2}}{\mathscr{V}} \tag{42}
\end{equation*}
$$

where $W(\mathbf{A})$ is the fitness of an arbitrary sequence $\mathbf{A}$ (Fontana et al.,1993). A and $\mathbf{B}$ are variable under the restriction that the Hamming distance between them is $d(d(\mathbf{A}, \mathbf{B})=$ $d)$. The average $\langle\cdots\rangle$ is conducted over the whole sequence space. Applying the definition to the NK landscape, we obtain

$$
\begin{align*}
\rho(d) & =\frac{\left\langle\mathscr{W} \int_{-\infty}^{\infty}(\Delta W+\mathscr{W}) \psi_{d}(\Delta W \mid \mathscr{W}) \mathrm{d} \Delta W\right\rangle-\mathscr{E}^{2}}{\mathscr{V}}  \tag{43}\\
& =\frac{\left\langle\mathscr{W} \mathbf{E}[\Delta W \mid \mathscr{W}]+\mathscr{W}^{2}\right\rangle-\mathscr{E}^{2}}{\mathscr{V}}  \tag{44}\\
& =1-\frac{\mathscr{D}}{\nu}=\left(1-\frac{d}{\nu}\right)\left(1-\frac{k}{\nu-1}\right)^{d} \tag{45}
\end{align*}
$$

where $\psi_{d}(\Delta W \mid \mathscr{W})$ is the probability density of fitness change $\Delta W$ from a reference point to its $d$-boundary, when the reference point takes a fitness-value of $\mathscr{W}$, and $\mathbf{E}[\Delta W \mid \mathscr{W}]$ is its mean (see Section 2.2). The derivation of eqn.(45) from eqn.(44) can be easily carried out by using eqns (4) and (6). We note that the righthand side of eqn.(45) is the same form shown in Table I of Fontana et al. (1993).

## Appendix C: Proof of Theorem 1: fitness landscape resulting from a linear composition of independent NK fitness landscapes

Consider that there are several NK fitness landscapes $(l=1,2,3, \cdots)$ that are independent and uncorrelated with each other, although they are formed in the same sequence space. These landscapes have the same $k$-value, $k$. Let $W^{(l)}$ be the fitness function for the $l$-th landscape. And let $\mathscr{E}^{(l)}$ and $\mathscr{V}^{(l)}$ be the mean and variance, respectively, of fitness $W^{(l)}$ over the whole sequence space. Therefore, the statistical properties of the $l$-th landscape are characterized by $\mathscr{E}^{(l)}, \mathscr{V}^{(l)}$ and $k$. Next, consider that these independent landscapes
are composed linearly as follows:

$$
\begin{equation*}
W \equiv \sum_{l} A^{(l)} W^{(l)} \tag{46}
\end{equation*}
$$

where $A^{(l)}$ is the constant weight for the $l$-th and $W$ represents the fitness function resulting from the composition. Hereafter, we call the landscape(s) before and after the composition the "elemental landscapes" and the "resultant landscape," respectively. Since the elemental landscapes are not correlated with one another, mean $\mathscr{E}$ and variance $\mathscr{V}$ of the resultant fitness $W$ over the whole sequence space are given by

$$
\mathscr{E}=\sum_{l} A^{(l)} \mathscr{E}^{(l)}, \quad \mathscr{V}=\sum_{l} A^{(l)^{2}} \mathscr{V}^{(l)}
$$

For the $l$-th elemental landscape, focus on the $d$-boundary of an arbitrary sequence with fitness value $\mathscr{W}^{(l)}$ on the landscape. We have theoretically deduced that the frequency distribution of fitness $W^{(l)}$ over the $d$-boundary is approximately a normal distribution. For the normal distribution, the mean and variance of the fitness change $\Delta W^{(l)}\left(=W^{(l)}-\right.$ $\mathscr{W}^{(l)}$, where $\mathscr{W}^{(l)}$ is fixed) are given by

$$
\begin{align*}
\mathrm{E}\left[\Delta W^{(l)} \mid \mathscr{W}^{(l)}\right] & =-\left(\mathscr{W}^{(l)}-\mathscr{E}^{(l)}\right) \mathscr{D}  \tag{47}\\
\mathbf{V}\left[\Delta W^{(l)} \mid \mathscr{W}^{(l)}\right] & \approx a \mathscr{V}^{(l)} \mathscr{D} \tag{48}
\end{align*}
$$

respectively (see equations (4) and (5)). The $a$ in eqn.(48) takes a value between 1 and 2 .
For the resultant landscape (eqn.(46)), focus on the $d$-boundary of an arbitrary sequence with fitness value $\mathscr{W}\left(=\sum_{l} A^{(l)} \mathscr{W}^{(l)}\right)$. We can easily observe that the frequency distribution of fitness $W$ over the $d$-boundary is also a normal distribution, which is deduced by the convolution of the elemental normal distributions with mean shown in eqn.(47) and variance shown in eqn.(48). For the resultant normal distribution, the mean and variance of the fitness change $\Delta W\left(=\sum_{l} A^{(l)} \Delta W^{(l)}\right)$ are given by

$$
\begin{aligned}
\mathbf{E}[\Delta W \mid \mathscr{W}] & =\sum_{l} A^{(l)} \mathbf{E}\left[\Delta W^{(l)} \mid \mathscr{W}^{(l)}\right]=-(\mathscr{W}-\mathscr{E}) \mathscr{D} \\
\mathbf{V}[\Delta W \mid \mathscr{W}] & =\sum_{l} A^{(l)^{2}} \mathbf{V}\left[\Delta W^{(l)} \mid \mathscr{W}^{(l)}\right] \approx a \mathscr{V} \mathscr{D}
\end{aligned}
$$

respectively. $\mathscr{D} \approx d(1+k)$. According to Subsection 2.3, the resultant landscape becomes an X landscape with $k_{\text {app }}=k$.

In conclusion, we found that when several independent (elemental) NK landscapes with the same parameter $k$ are linearly composed, the resultant landscape becomes an X landscape with $k_{\text {app }}=k$. This conclusion also holds when the elemental landscapes are X landscapes with $k_{\text {app }}=k$.

## Appendix D: Rough estimation of $k_{\text {app }}$ of the folding free energy landscape for real proteins listed in Table 3 in Bloom et al. (2005)

Bloom et al. defined a protein's " $d$-neutrality" as the fraction of sequences with $d$ substitutions that still fold to the native structure (Bloom et al.,(2005)), and they found the $d$-neutrality $P_{f}(d)$ for large $d$ obeys

$$
\begin{equation*}
P_{f}(d) \propto\left\langle v_{\mathrm{aa}}\right\rangle^{d} \tag{49}
\end{equation*}
$$

where $\left\langle v_{\mathrm{aa}}\right\rangle^{2}$ is a constant $(<1)$ inherent in proteins. The estimated $\left\langle v_{\mathrm{aa}}\right\rangle$ values for several real proteins are listed in Table 3 in Bloom et al. (2005).

Here, assuming that the folding free energy landscape is an NK landscape or X landscape, we derive the form of $P_{f}(d)$ in our theoretical framework. Let $\Delta G$ be the free energy of a reference sequence, and $\Delta \Delta G$ be the change in free energy from the reference sequence to its arbitrary mutant on the $d$-boundary. The probability density of $\Delta \Delta G$ over the $d$-boundary is approximately given by a normal distribution with the following mean and variance:

$$
\begin{align*}
\mathbf{E}[\Delta \Delta G] & \approx-(\Delta G-\mathscr{E}[\Delta G]) d(1+k) / \nu \quad \text { for } d \ll \nu  \tag{50}\\
\mathbf{V}[\Delta \Delta G] & \approx a \mathscr{V}[\Delta G] d(1+k) / \nu \quad \text { for } d \ll \nu \tag{51}
\end{align*}
$$

where $\mathscr{E}[\Delta G]$ and $\mathscr{V}[\Delta G]$ are the mean and variance, respectively, of the free energy over all possible sequences in the whole sequence space. The $a$ in eqn.(51) takes a value between 1 and 2 . Then, by introducing $\Delta G^{\text {extra }}(\leq 0)$ as the minimal threshold for folding

[^1](Bloom et al.,(2005)), $P_{f}(d)$ is given by
\[

$$
\begin{align*}
P_{f}(d) & =\int_{-\infty}^{-\Delta G^{\text {extra }}} \frac{1}{\sqrt{2 \pi \mathbf{V}[\Delta \Delta G]}} \exp \left(-\frac{(\Delta \Delta G-\mathbf{E}[\Delta \Delta G])^{2}}{2 \mathbf{V}[\Delta \Delta G]}\right) \mathrm{d} \Delta \Delta G  \tag{52}\\
& \approx \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{\left(-\Delta G^{\text {extra }}-\mathbf{E}[\Delta \Delta G]\right)^{2}}{2 \mathbf{V}[\Delta \Delta G]}\right) \quad \text { for large } d  \tag{53}\\
& \approx \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{\mathbf{E}[\Delta \Delta G]^{2}}{2 \mathbf{V}[\Delta \Delta G]} \quad \text { for large } d\right.  \tag{54}\\
& \approx \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{(\Delta G-\mathscr{E}[\Delta G])^{2} d(1+k)}{2 a^{\mathscr{V}}[\Delta G] \nu}\right) \quad \text { for large } d \tag{55}
\end{align*}
$$
\]

Here, we introduce the following two assumptions. One is that the $\Delta G$ of the reference sequence takes almost the global optimum (minimum): $\Delta G \approx \mathscr{O}[\Delta G]$. The other is that site free energy is distributed according to the uniform distribution with the mean $\varepsilon$ and variance $\sigma^{2}$ (see Section 2). Let $\omega$ be the width of the uniform distribution. $\omega$ is related with $\sigma$ by $\omega \approx 2 \sqrt{3} \sigma$. In addition, $|\mathscr{O}[\Delta G]-\mathscr{E}[\Delta G]|=\omega \nu / 2$ and $\mathscr{V}[\Delta G]=\sigma^{2} \nu$. Therefore, the following relationship holds:

$$
\begin{equation*}
\frac{(\Delta G-\mathscr{E}[\Delta G])^{2}}{\mathscr{V}[\Delta G] \nu}=\left(\frac{\omega \nu / 2}{\sigma \nu}\right)^{2} \approx 3 \tag{56}
\end{equation*}
$$

Substituting eqn.(56) into eqn.(55), we obtain

$$
\begin{equation*}
P_{f}(d) \approx \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{3 d(1+k)}{2 a}\right) \tag{57}
\end{equation*}
$$

By comparing eqn.(57) with eqn.(49), $k_{\text {app }}$ is related with $\left\langle v_{\text {aa }}\right\rangle$ by

$$
\begin{equation*}
k_{\mathrm{app}} \approx-\frac{2 a \ln \left\langle v_{\mathrm{aa}}\right\rangle}{3}-1 \tag{58}
\end{equation*}
$$

Using the values of $\left\langle v_{\mathrm{aa}}\right\rangle$ (that is $\left\langle\nu_{\mathrm{aa}}\right\rangle$ in their original description) listed in Table 3 in Bloom et al. (2005), we obtained $k_{\text {app }}<0.3$ for the relevant proteins. Wilke et al. (2005) investigated asymptotic expressions of $P_{f}(d)$ using more accurate approximations. They discussed the deviation when they used Gaussian approximation.

## Appendix E: Rough estimation of $k_{\text {app }}$ from the structure density surface in Fig. 4 in Schuster (1995)

We assume that the replication rate constant of an RNA sequence with a structure distance $t$ from an optimal structure is given by $\exp (-c t)$ with a constant $c$, in which $c t$ corresponds
to the activation energy. Here, we note that Schuster's group used a hyperbolic function of $t$ as the replication rate constant. However, it was reported that their results also hold under exponential form (Ancel \& Fontana,2000). Our definition of fitness $W$ is a quantity at the energy level, and then we define $W=-c t$. Consider the $d$-boundary of a reference sequence. The Hamming distance and structure distance between the reference sequence and its $d$-fold point mutants located on the $d$-boundary are denoted by $d$ and $t$, respectively. We assume $\mathbf{E}[\Delta W \mid \mathscr{W}]$ on the lefthand-side of eqn.(12) is given by

$$
\begin{equation*}
\mathbf{E}[\Delta W \mid \mathscr{W}]=-(\mathscr{W}-\mathscr{E}) \frac{\mathbf{E}[t \mid d]}{\mathbf{E}[t \mid \nu]} \tag{59}
\end{equation*}
$$

where $\mathbf{E}[t \mid d]$ is the conditional mean of $t$ with a given $d(d=1 \sim \nu)$. Comparing eqn.(49) with eqn.(12), we obtain

$$
\begin{equation*}
\frac{\mathbf{E}[t \mid d]}{\mathbf{E}[t \mid \nu]}=\frac{\gamma d}{\nu} . \tag{60}
\end{equation*}
$$

Considering the ridge on the structure density surface in Fig. 4 in Schuster (1995) to be $\mathbf{E}[t \mid d]$ and analyzing only the linear phase at small $d$ 's, we roughly estimated $k_{\text {app }} \approx 9-12$, with $\nu=100$ and $\mathbf{E}[t \mid \nu] \approx 36$.


Figure 1: The $d$-boundary and its fitness distribution. (Top) Global sequence space is schematically represented by concentric circles centering at the global peak $\mathscr{O}$. The radius of each concentric circle represents the Hamming distance. The thick concentric circle with radius $d$ centering at a parent sequence $\mathbf{P}$ represents the $d$-boundary of the parent sequence. (Bottom) Each Gaussian-like distribution represents the probability density of the fitnesses on the $d$-boundary $\left(=\psi_{d}(\Delta W \mid \mathscr{W})\right)$. Three cases for the location of parent sequences are shown: $\mathscr{W}=\mathscr{O}($ peak $), \mathscr{W}=\mathscr{E} / 2$ (middle) and $\mathscr{W}=\mathscr{E}$ (foot).


Figure 2: Three-dimensional diamond lattice as a simplified protein model (Blackburne \& Hirst,2003). The number of residues is $\nu=26$. This structure takes the 12 nearest neighbor contacts and is one of the most compact structures in the conformation space.


Figure 3: Plots to determine the apparent $k$-value, $k_{\text {app }}$, for the energy landscape. The energy is for the structure shown in Fig.2. The data were obtained for several reference points on the landscape. The $\# 1, \# 2$ and $\# 3$ represent Systems $\# 1, \# 2$ and $\# 3$, respectively. The symbols $\bigcirc$, $\triangle$, $\square$ and $\diamond$ indicate $d=1,2,3$ and 4 , respectively. For right figures, the mean and standard deviation are indicated. The dashed line is the regression line: $y=\gamma x$. Details are shown in the text.


Figure 4: Plots to determine the apparent $k$-value, $k_{\text {app }}$, for the folding free energy landscape. The free energy is for the reference structure shown in Fig.2. The data were obtained for several reference points on the landscape. These figures were depicted in the same manner as those in Fig. 3 by replacing $E$ and $\Delta E$ with $\Delta G$ and $\Delta \Delta G$, respectively. The symbols $\bigcirc, \Delta, \square$ and $\diamond$ indicate $d=1,2,3$ and 4 , respectively. Details are shown in the text.


Figure 5: (a) The distribution of $\ln f$ over the $d$-boundary ( $d=1,2,3,4$ ) of each of four reference points on the $\ln f$ landscape. The reference structure is shown in Fig.2. Sample size is 200 for each one. The vertical dotted line indicates the $\ln f$ value of each reference sequence. For each reference sequence, the distribution of $\ln f$ becomes broader as $d$ increases, as shown in the figure. (b,c) $\mathbf{E}[\Delta \ln f \mid \ln f]$ and $\mathbf{V}[\Delta \ln f \mid \ln f]$ as functions of the $\ln f$ of reference sequences. The solid line represents the function $-\gamma(\ln f-\mathscr{E}[\ln f]) d / \nu$ (for b) and $2 \gamma \mathscr{V}[\ln f] d / \nu$ (for c) with $\gamma=1.3$. The quantities for $f>1 / 2$ are plotted in gray.


[^0]:    ${ }^{1}$ In this paper, we wrote $" \overline{d_{\text {eff }}} "$ as $\mathscr{D}$.

[^1]:    ${ }^{2}$ Bloom et al. (2005) used " $\left\langle\nu_{\text {aa }}\right\rangle$ " as their original description.

