The Society of Mterials Science,

Japan

Materials Science Research International, Vol.6, No.2 pp.65-73 (2000)

Review paper

Application of Micromechanics to Modeling

Compressive Failure of Rock

Yoshiaki Okur* and Hideyuki Horir**

x Department of Civil and Environmental Engineering,
Sastama University, Shimo-ohkubo 255, Urawa, 358-8570, Japan
*x Department of Civil Engineering, University of Tokyo,
Bunkyo-ku, Tokyo, 113-8654, Japan

Abstract: This article presents a review of the research work related to the micromechanical modeling of
behavior of hard rock under compression. To this end, it initially provides observed macroscopic behavior of
compressive rock for both time-independent and -dependent cases. It proceeds with a review of microscopic
observations of rock failure including recent techniques in rock experiments. Crack growth laws in rock
for both short- and long-term loading are next reviewed. Finally, micromechanical models employed in
literatures and associated continuum theories based on micromechanics are introduced.
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1. INTRODUCTION

In the last two decades, a number of studies on mi-
crostructure in rock have been done. One of the rea-
sons for this activity is the rapid development both of
experimental equipment for the mechanical testing of
rocks, and of observation devices, such as optical and
electron microscopes, transducers for acoustic emis-
sion, and so on. Another more essential reason is that
microstructure itself is attractive for a wide range of
researchers in the fields of mechanics, geology, geo-
physics, mechanical engineering, and civil engineering.
Microcracks, a governing microscopic event responsi-
ble for inelastic behavior and the eventual macroscopic
fracture of rocks, are easier to observe than disloca-
tions in metal plasticity. Accordingly, there is a clear
motivation to explain the varied behavior of rock in
terms of microcrack growth, configuration, interac-
tion, and statistical distribution. Furthermore, the
development of fracture mechanics for metals in 1960’s
and its successful application to nonmetals in 1970’s
also supports researchers’ interest in microcracks.

With a view to motivating further developments in
the subject, this paper presents a review of research
related to the application of micromechanics to the
mechanical behavior of hard rock. Attention is lim-
ited to the quasi-static response of hard rock under
macroscopically compressive stresses. The selection of
topics reflects the authors’ interests. Research relat-
ing to sedimentary soft rock and jointed rock masses
is excluded.

Chapter 2 will summarize the typical behavior of
hard rocks observed in uniaxial and multiaxial tests
for both short and long-term loading. In Chapter
3, experimental observations on microscopic events in
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compressive rock will be reported. Chapter 4 will in-
troduce crack growth laws and associated studies on
hard rocks. In Chapter 5, micromechanical models
employed in previous studies will be illustrated. Fi-
nally, continuum theories based on micromechanics
will be reviewed in Chapter 6.

2. MACROSCOPIC BEHAVIOR

One of the major objectives of micromechanics is
to explain macroscopic behavior on the basis of micro-
scopic events. Before introducing microscopic events
in rock under compression, typical macroscopic be-
havior which has been observed and reported in many
papers will be described in this chapter.

2.1. Short-term Behavior

The triaxial compression test of rock can be traced
to the pioneering work by von Karman in 1911; see [1]
for a historical review of rock testing methods. Since
then, it has been widely accepted the compressive
strengths and failure modes of rock depend on con-
fining pressure. The determination of the deformation
and strength of rock under compressive stress has been
a problem of great interest for geology, seismology,
mining as well as the oil industry. In particular, since
the end of the 1950’s a great deal of triaxial compres-
sion test data has been reported [2-6]. For instance,
one of the earliest papers in 1957 [2] on triaxial tests
of sedimental rocks presented the effects of confining
pressure up to 200 MPa on its strength.

In 1966, Brace et al. [4] reported triaxial compres-
sion data of Westerly granite with a confining pres-
sure of up to 800 MPa. Figure 1 shows the triax-
ial compression data by Brace et al. together with

NI | -El ectronic Library Service



The Society of Mterials Science

Japan
Yoshiaki Oxut and Hideyuki HoRII
3500 — , . . 800
LIMESTONE
3000 |+ GRANITE . i 700 | Data from Donath et al. [11] E
|
T 2500 | - _, S00p sCg
S g 1
500 |-
2 2000} . . = L
n
£ i £ 400 |- L1 [ |
D 1500 | . _ [5) .
[ . = 8
) ° ° ® 300}
=
o 1000f & . n 88 ® Axial splitting
s ® Brace et al. [4] 200 o O Brittle fault
500 [ & . § ®m  Ductile fault
l.. ’ 2 _Mogi Bl 100 + O Uniform flow
o - . - 1 L 0 i d J L L
0 200 400 600 800 1000 o 50 T00 150 200

Confining Pressure [MPa]

Fig.1. Compressive fracture strength of Westerly
granite.

Mogi [5], which illustrates the dependence of compres-
sive strengths on confining pressure. Based on this
experimental data, empirical formulae for compressive
strength, such as the Mohr envelope, were proposed;
see [7,8] and a review article [9].

At the same time, the transition of macroscopic
failure modes with increasing confining pressure has
attracted considerable attention [6,10,11]. In a lot
of hard rock, the macroscopic failure modes change
from brittle to ductile deformation with increasing
confining pressure, and accordingly this transition is
referred to as the brittle-ductile transition. As another
clear example, Fig. 2 demonstrates the effects of con-
fining pressure on the failure modes and strengths of
limestone reported by Donath et al. [11]. The failure
mode of limestone changes from axial splitting to brit-
tle faulting, to ductile faulting, and then to uniform
flow with increasing confining pressure and strain; see,
Fig. 3 for sketches of the failure modes.

2.2. Long-term Behavior

The long-term behavior of rocks under constant
stress is of great interest as well, because stresses
within the earth’s crust generally do not vary rapidly.
In addition, it is also very important, from an engi-
neering view point, to ensure the long-term stability
of large underground spaces such as caverns for power
stations, and storage facilities [12].

For the long-term behavior of rock, since the au-
thors’ choice of articles is somewhat arbitrarily re-
stricted, it might be useful to recall two books [13] for
testing methods and data and [14] for testing meth-
ods and results and some proposed phenomenological
constitutive models.

Rock at low temperatures under a constant stress
close to the short-term strength will rupture in a brit-
tle manner after a certain length of time, and this type
of loading test is called a creep test; see also {15-18].
The time to rupture depends on the applied stress. If
the applied stress is close to the short-term strength,

66

Cofining Pressure [MPa]

Fig.2. Compressive fracture strength of limestone
with macroscopic failure mode, Failure mode changes
from Axial splitting to Brittle fault, to Ductile fault,
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Fig.3. Sketch of macroscopic failure mode in triaxial
compression tests by Donath et al. [11]. Failure
modes corresponds to the legends in Fig. 2 .

then the time to rupture becomes short. The strain
history under constant stress is called the creep curve.
In general, a creep curve can be divided into three
stages, namely primary, secondary and tertiary creep,
as shown in Fig. 4. Primary creep is characterized by a
rapid increase in strain just after loading; in secondary
creep, the strain rate is slow and constant; tertiary
creep is the onset of instability leading to eventual
fracture.

A series of systematic creep tests was conducted
by Kranz et al. [19-21]. They showed the dependence
of the time to failure on confining pressure and ap-
plied stress difference in a creep test [21] as shown in
Fig. 5. In this figure, o; and p. are the applied ax-
ial stress and the confining pressure in a creep test,
respectively; and (01 — Pc)max Stands for the stress
difference in the short-term test with the same con-
fining pressure as the corresponding creep tests. If
(01=pc)/ (61 —Pc)max = 1, then the specimen fails im-
mediately. It is seen that the time to failure increases
with any decrease in the normalized stress difference,
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and the confining pressure fosters this tendency.

Kranz et al. also reported the failure mode in creep
tests. Excepting uniaxial creep tests, faulting similar
to that in short-term tests was observed in creep tests
as well, and a failure plane in a creep test was inclined
with respect to the direction of maximum compres-
sion. The effect of confining pressure on the fracture
angle that is the angle from the maximum compres-
sive direction to the eventual failure plane is shown in
Fig. 6 for creep tests by Kranz [21] together with con-
ventional short-term compression tests. It is seen that
the fracture angle increases with any increase in the
confining pressure, and the tendency of the fracture
angle in creep tests is similar to that in short-term
tests.

Another important aspect of time-dependent be-
havior is the effect of environmental conditions such as
temperature, existence of water [22]. Lajitai et al. [23]
conducted creep tests under three different environ-
mental conditions. It was shown that the long-term
strength decreases when water is introduced.

3. MICROSCOPIC BEHAVIOR

Experimental observations on microscopic events
in compressive rocks are sketched in this chapter. A
earlier review article [24] presents more detailed de-
scription on studies about microcracks in rock includ-
ing kinematics, population statics, and observation
techniques.

Observation of microstructure in compressive rock
was begun with optical microscopes; see [25,26]. Since
the beginning of the 1970’s, quantitative information
on microstructure, such as crack density and orienta-
tion of microcracks has been reported [27-29]. Waw-
ersik and Brace [27] investigated the relationship be-
tween the crack density at the maximum stress state
and confining pressure. They reported that the crack
density in Westerly granite at the maximum stress
state increases sharply with confining pressure and
reaches an approximately constant level about a con-
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Fig.5. Effect of confining pressure p, and stress
difference (o7 — p.) on time to fracture in creep tests
of Barre granite. (01: maximum compressive stress;

(01 — Pe)mag : stress difference in the short-term

test).

fining pressure of p. =20 MPa. For crack orientagion,
the density of cracks with low angle (< 5°) with re-
spect to the maximum compression is greatest when
pe < 30 MPa, while the high angle density (> 30°),
in turn increases with confining pressure. Further-
more, Hallbauer et al. [28] investigated the process of
faulting, and reported density maps of microcracks at
several points of a stress—strain curve of quartzite. It
was shown that microcracking is mainly intra-granular
and parallel to the direction of the maximum princi-
pal stress, and that microcracks in high density areas
eventually coalesce to form the macroscopic fracture.

At almost the same time as the above qualitative
reports with optical microscopies, the scanning elec-
tron microscope (SEM) has been utilized to observe
the microstructure of rocks. Timur et al. [30] inves-
tigated pore structure in unstressed samples of sand-
stone, limestone, dolomite, and granite. Tapponnier
and Brace [31] used samples with a surface polished
by ion thinning to investigate stress-induced microc-
racks and pores in Westerly granite with a resolution
of 1078 cm. They presented some sketches of stress-
induced microcracks under compression as shown in
Fig. 7.

Sprunt and Brace [32] reported frequency distribu-
tion of crack and cavity lengths, aspect ratios, and ori-
entation of unstressed and stressed samples of West-
erly granite. They reported that the stress-induced
cracks are sharp-ended, long, and narrow, while most
initial defects are low-aspect-ratio cavities with blunt
or rounded ends. Hadley [33] investigated crack and
pore geometries in virgin and stressed Westerly gran-
ite with SEM. A remarkable point of her work is that
she set sample areas (about 2 cm?) for each specimen,
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Fig.6. Fracture angle o of Barre granite in creep
tests and short-term tests. Fracture angle is defined
as the angle from the direction of the maximum
compressive stress to the failure plane direction.

and measured lengths, widths, and orientations of all
cracks and pores visible in the areas. In previous SEM
observations, (e.g. [32]) a random sample of 80 cavi-
ties was chosen from the SEM observations to report
the frequency distribution of crack lengths. Such an
approach may not represent the averaged nature of
microcracks as an example.

Kranz [20] studied crack growth during creep for
Barre granite with SEM, and determined crack lengths
and density, and the preferred orientation of microc-
racks at several stages in creep tests. It was shown
that microstructure during creep is the same as that
in short-term loading tests. Most cracks are paral-
lel to the direction of maximum compressive stress.
These cracks grow stably with time, and in the tertiary
creep, localization and succeeding coalescence of mi-
crocracks eventually results in faults. Kranz [34] also
directly observed crack-crack and crack-pore systems
in stressed granite to investigate interaction effect on
stress-induced crack growth; see also [35].

The process of microcracking localization in both
short-term and creep tests is also observed with acous-
tic emission (AE); see early application of AE to rock
failure [36-38], and a review in [39]. Yanagidani et
al. [40] evaluated locations of AE hypocenters dur-
ing creep of Oshima granite under uniaxial compres-
sion. They reported that, when loading up to a spe-
cific creep load level, AE locations were randomly dis-
tributed throughout a specimen. However, in primary
creep, AE events formed volumetric concentrations.
Recently, Lockner et al. [41,42] showed a close corre-
spondence between AE localized regions and eventual
faulting planes in short-term tests. Furthermore they
utilized the AE rate, which is the number of AE events
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Fig.7. Sketch of stress-induced cracks. Max.
compressive direction is vertical direction, and
confining pressure is horizontal direction. After

Tapponnier and Brace [31].

per unit time, to control the applied load.

In recent rock experiments, Moore and Lockner
[43] employed image analysis techniques to investi-
gate microcracking near a laboratory shear fracture in
a triaxial compression specimen of Westerly granite.
Osada et al. [44,45] used a replica method with the
image analysis to quantify crack geometry data. Real-
time SEM observation of fracture process of rocks was
reported by Zhao et al. [46]. Transmission electron
microscopes (TEM) have also been used to study mi-
crocracks in rocks [47]. More recently, non-destructive
monitoring methods, such as X-ray CT scanning [48]
and tomographic images of P-wave velocity [49] have
been used.

4. CRACK GROWTH LAWS

As seen in the previous chapter, the nucleation,
growth, and coalescence of microcracks is a dominant
mechanism of the inelastic deformation and failure of
brittle rock. In many cases, linear elastic fracture me-
chanics (LEFM) is employed as a microcrack growth
criterion [50].

For short-term loading, as an example, the crack
growth criterion based on LEFM can be written in
terms of the mode I stress intensity factor K7 and the
fracture toughness Kp:

{

At present LEFM parameters, such as fracture tough-
ness, are recognized as one of the standard material
parameters for brittle rock [51,52]. Accordingly, a
standard method to determine the fracture toughness
has been recommended by the International Society
for Rock Mechanics (ISRM) [53].

For long-term loading, slow and stable crack
growth can occur, even though the stress intensity fac-
tor is substantially lower than its critical value, namely
the fracture toughness. This phenomenon is known
as subcritical crack growth [54-57]. Crack velocities

K1 = Kic
KI < KIc

growth.
no growth.

(1)
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from 1072 to 107° m/s are commonly measured in
crack velocity tests for granitic rock [58]. The most
often cited mechanism of subcritical crack growth is
stress corrosion cracking; see an extensive review by
Atkinson [59], and Atkinson and Meredith [60]. From
crack velocity tests for rock, the relationship between
the stress intensity factor K1 and the crack velocity
v in the subcritical crack growth is most commonly
expressed by a power law:

v = vo(K1/Ko)", 2
where vy is the crack velocity at Ky = Kp; vo and
n are constants depending on the kind of rock and
environmental conditions. The parameter n is known
as the subcritical crack growth index, ranging from 30
to 50 for Westerly granite, as an example.

Environmental effects on subcritical crack growth
are substantial. Meredith and Atkinson [61] con-
ducted crack velocity tests using double torsion speci-
mens in an environmental chamber to investigate tem-
perature and water vapor pressure effects. Lajtai et
al. [23] also conducted crack velocity tests as well as
creep tests and short-term fracture tests under three
different environmental conditions. They reported
that the effect of water and temperature on the long-
term strength and crack velocity in subcritical crack
growth is more significant than that on the short-term
strength.

These LEFM crack extension laws for both short-
and long-term loading are utilized in the microme-
chanics of rock. That aspect will be explained in the
next chapter.

For macrocrack growth, sometimes non-LEFM is
employed. In order to apply LEFM, the inelastic re-
gion around microcrack tips must be small compared
with other specimen dimensions (the small scale yield-
ing condition). In polycrystalline rocks, it is reported
that this inelastic region, called the process zone, con-
sists of a cluster of microcracks [43,62]. When the
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small scale yielding condition is violated, nonlinear
fracture mechanics parameters, such as the J inte-
gral [63], can also be used as crack extension criteria.
However, since non-LEFM parameters are mainly ap-
plied to the growth of macrocracks rather than micro-
cracks, a review of non-LEFM parameters is omitted
here.

5. MICROMECHANICAL MODEL

Probably, the most popular micromechanical
model to represent cracks under compression is the
so-called sliding crack model proposed by Brace and
Bombolakis [64]; see Fig. 8. This sliding crack model
consists of the initial crack-like slit PP’ and the ten-
sion wing cracks PQ and P’Q’. The initial slit is in-
clined with respect to the direction of the maximum
compressive stress 01. The surfaces of the initial slit
come into contact with each other due to the com-
pressive principle stresses o; and o2. The frictional
sliding on the initial slit results in the tension cracks
PQ and P’Q’. Brace and Bombolakis [64] used photo
elastic material and glass to investigate crack growth
from the initial slit. They showed that tension cracks
can grow stably and become parallel to the direction
of the maximum compressive stress as the axial com-
pressive stress increases. Furthermore, they described
the relation between this experiment and shear fault
in rock, and showed that the wing cracks in echelon
arrays shown in Fig. 9 start to grow at a much smaller
applied stress than that required for a single and iso-
lated crack.

Nemat-Nasser and Horii [65] and Horii and Nemat-
Nasser [66,67] analyzed the response of a single slid-
ing crack in a homogeneous medium under far-field
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compressive stresses. The boundary conditions on the
initial slit PP’ in Fig. 8 are

y = Tzy = —Te+ U0y,

y = U

> T =

zy T (3)
where 7. is the cohesive stress and u is the friction
coefficient. Superscripts + and — denote quantities on
the upper and lower surfaces, respectively; subscripts
z and y stand for quantities associated with parallel
and normal directions to the initial slit, respectively.
uy is the displacement normal to the slit surface, Tey
and oy, are the shear and normal stresses. Equation
(1) was used as a crack growth law for tension cracks.
They solved the problems numerically and conducted
a series of model experiments to investigate the effect
of confining pressure on macroscopic failure modes. In
addition, they analyzed the response of Echelon arrays
of shear cracks to investigate shear faulting.

Furthermore, Horii and Nemat-Nasser [68] used
the model shown in Fig. 10 to estimate the brittle-
ductile transition analytically. In this model, colinear
plastic slips PR and P’R’ are considered in addition
to the shear crack model. The boundary conditions
on the initial slit PP’ in Fig. 8 were

U

(4)

where 7y is the yield stress in shear. The stresses at
the ends of the plastic zones must be bounded. This
condition requires that the mode II stress intensity
factor at R and R’ is zero:
K =0. (5)
By comparing the plastic zone length PR with the
maximum tension crack length PQ, and examining
whether they grow in a stable or unstable manner,
Horii and Nemat-Nasser made a brittle-ductile dia-
gram.
Lockner [18] also used the sliding crack model to
explain the mechanism of transition from the primary
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creep to the secondary creep. He employed a time-
dependent crack growth law like Eq. (2).

Ashby et al. [69] employed the sliding crack model
to examine the conditions under which an array of slid-
ing cracks interact by using an approximate analytical
theory as well as model experiments. Furthermore,
Ashby and Sammis [70] developed a simpler damage
model based on the interacting sliding crack models
to predict the failure surface that defines macroscopic
fracture in terms of stresses. However, these studies
did not mention the stress-strain relationship. Contin-
uum models based on micromechanics including the
stress-strain relationship will be reviewed in the next
chapter.

6. MICROMECHANICS-BASED CONTIN-
UUM THEORY

Table 1 contains a summary of the selected pub-
lications describing micromechanics-based continuum
models for rock under compression. Studies on more
genreral mechanics associated with brittle cracked bod-
ies have been reviewed by Kachanov [71] and by
Nemat-Nasser and Hori [72] for overall properties, and
by Krajcinovic [73] for damage mechanics. This kind
of work is thus not included here.

Moss and Gupta [74] proposed a micromechanical
constitutive model based on the response of sliding
cracks and elliptic cracks. They considered strains
due to elliptic crack opening as well as frictional slid-
ing on initial angled crack and tension crack growth.
This elliptic crack response represents the nonlinear
elastic behavior of rock at small compressive stresses
before frictional sliding and tension crack growth be-
come dominant.

Kachanov [75, 76] considered frictional sliding on
penny-shape cracks accompanied by the growth of flat
circular cracks as a secondary tensile crack at the tip
of the sliding crack. The macroscopic stress—strain re-
lationship was derived from the average stress—strain
relationship over the cracked medium. The strain
caused by microcracks is given in terms of the dis-
placement gaps [u] on the crack surfaces:

(6)

€. =

2%4 /S(['u.] ®@n +n Q [u])ds,

where n denotes the unit normal vector on all crack
surface S in the volume of a representative element
Ve.
Costin [77] employed a damage mechanics ap-
proach, in which the evolution equation of a damage
parameter is derived on the basis of fracture mechan-
ics analysis of a single isolated tensile crack. Besides
the stress-induced crack growth, time-dependent crack
growth due to stress corrosion cracking is also consid-
ered.

Recently, Nemat-Nasser and Obata [78] used an
approximate but simple closed-form expression for the
response of the sliding crack proposed by Horii and
Nemat-Nasser [68] to reproduce stress—strain curves
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Table 1. Summary of proposed continuum models for rocks under compression and employed micromechanical

models.
Reference [ Micromechanical model | Note
Moss and Gupta. [74] sliding crack, elliptic crack pseudo 3D
Kachanov [75,76] tension and sliding penny shape crack | 3D
Costin [77] tensile crack 3D

Nemat-Nasser and Obata (78] | sliding crack

2D, including unloading regime

Okui and Horii [79, 80]

simplified sliding crack

2D, crack interaction

Basista and Gross [81] sliding crack

2D, based on thermodynamics

of granite under compression for loading as well as
unloading paths.

Although these models succeeded in reproducing
stress—strain curves of brittle rock up to the vicinity of
the peak stress, they can simulate neither the process
of microcracking localization nor subsequent macro-
scopic failure. To predict the macroscopic failure, it
is necessary to take account of crack—crack interaction
effects.

Okui et al. [79] have proposed a continuum theory
which can reproduce localization phenomena, such as
axial splitting and shear faulting in brittle rocks. In
general, the macroscopic constitutive model based on
micromechanics consists of an evolution equation of
microdefects and the overall stress—strain relationship
for solid with microdefects. In their model, the inter-
action effects are taken into account in the evolution
equation. The strength for macroscopic failure is ob-
tained as an applied stress at a bifurcation point of
solution paths. Furthermore, Okui and Horii 80, 82]
extended their model to include a time-dependent
crack growth mechanism. The validity of the proposed
model was examined by comparing its predictions of
short-term strength and creep behavior with reported
experimental data.

Finally, Basista and Gross [81] formulated a two-
dimensional damage model for brittle materials un-
der compression on the basis of Rice’s internal vari-
able thermodynamic theory [83]. They derived the
macroscopic stress—strain relationship by using Rice’s
micro-to-macro transition instead of Eq. (6). Employ-
ing the sliding crack model, they compared the de-
rived constitutive model with that of Nemat-Nasser
and Obata [78] using Eq. (6) to examine the appli-
cability of Rice’s theory to constitutive modeling. It
was shown that the constitutive model based on Rice’s
theory is almost identical with the micromechanics-
based one. This work demonstrates the new potential
of micromechanics as a tool to examine the validity of
thermodynamics theories.

7. CLOSURE

The application of micromechanics to modeling
rock failure has been reviewed. To encourage new re-
searchers to join this subject, the macroscopic as well
as microscopic behavior of rock under compression ob-
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served in experiments has been introduced. Attention
has been limited to quasi-static behavior of hard rock.

Over the last two decades, developments in mi-
croscopic observation and micromechanics in the field
of rock mechanics have expounded the fundamental
mechanisms of rock behavior, such as axial splitting,
shear faulting, the brittle-ductile transition, and so
on. Micromechanics has considerable power to explain
the mechanisms, which cannot be seen in the phe-
nomenological approach. Micromechanics-based con-
stitutive models have succeeded in reproducing the ac-
tual stress-strain relationship quantitatively. Further-
more, some micromechanics-based continuum theories
that take the crack interaction into consideration have
been able to predict the process of microcrack local-
ization and subsequent macroscopic fracture.

The development of micromechanics in this field
has been highly satisfactory, but there remains a lot to
do. For example, to take into consideration the inter-
action effects, a simplified micromechanical model is
preferable, while the constitutive model derived from
the simplified micromechanical model is prone to be
less accurate quantitatively. In fact, there is no fully
3D micromechanics-based continuum theory for rock
under compression that takes into consideration the
interaction effects. Different routes for formulation of
continuum theories based on thermodynamics should
also be explored. Dynamic problems, fatigue of rocks,
and coupling problems between pore fluid and host
rock will be of future interest.
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