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SUMMARY A new H.263+ rate control method that has
very low encoder-decoder delay, small buffer and low computa-
tional complexity for hardware realization is proposed in this
paper. This method focuses on producing low encoder-decoder
delay in order to solve the lip synchronization problem. Low
encoder-decoder delay is achieved by improving target bit rate
achievement and reducing processing delay. The target bit rate
achievement is improved by allocating an optimum frame encod-
ing bits, and employing a new adaptive threshold of zero vector
motion estimation. The processing delay is reduced by simpli-
fying quantization parameter computation, applying a new non-
zero coefficient distortion measure and utilizing previous frame
information in current frame encoding. The simulation results
indicate very large number skipped frames reduction in compar-
ison with the test model TMN8. There were 80 skipped frames
less than that of TMN8 within a 380 frame sequence during en-
coding of a very high movement video sequence. The 27 kbps
target bit rate is achieved with insignificant difference for various
types of video sequences. The simulation results also show that
our method successfully allocates encoding bits, maintains small
data at the encoder buffer and avoids buffer from overflow and
underflow.
key words: H.263+, rate control, optimum bit allocation, low
encoder-decoder delay, lip synchronization

1. Introduction

In the real-time application of H.263+ video coding,
the delay between an encoder and a decoder needs to be
minimized to avoid low image quality and large memory
requirement. Many skipped frames occur due to a large
encoder-decoder delay. The frame skip leads to a low
encoding frame rate and a large frame difference. Both
can decrease image quality and cause serious lip syn-
chronization problem. In this condition, a large amount
of memory is also required to buffer remaining bits at
an encoder.

The encoder-decoder delay increases mainly be-
cause of false target bit rate achievement and processing
delay. Most of the conventional methods in general only
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deal with the first cause of delay [1]–[7] and consider the
delay only from remaining bits at the encoder buffer.
To avoid a large delay, conventional methods [7]–[9] al-
locate fixed frame encoding bits from the channel bit
rate and the encoding frame rate. If the remaining bits
at an encoder buffer exceed a defined threshold, frame
skipping will be applied. As a consequence, for a very
low bit rate channel and a high encoding frame rate ap-
plication such as a PSTN video phone, an encoder will
produce a lot of skipped frames and low image quality.

In our proposed method, we consider both pro-
cessing delay and target bit rate achievement. For
target bit rate achievement, different from those con-
ventional methods, an allocation of frame encoding
bits and a frame skipping threshold are computed by
taking into account various parameters causing the
encoder-decoder delay in real hardware implementa-
tion. The objective is to significantly minimize the
encoder-decoder delay and underflow bits. Instead of
applying a fixed threshold for zero vector motion esti-
mation, we employ an adaptive threshold, which is a
function of quantization parameter, in order to control
motion encoding bits. This method effectively improves
target bit rate achievement by preventing an encoder
buffer from a large increase of motion encoding bits,
particularly, during the encoding of a high-movement
video sequence.

In this new method, the complexity of macroblock
quantization parameter computation is dramatically re-
duced by utilizing a number of non-zero DCT coeffi-
cients as a distortion measure and simple bits compar-
ison operations. Moreover, we use previous frame im-
age information instead of the current one to compute
current frame rate control parameters. Both of these
computations reduce the processing delay.

2. Overview of Video Coding System

2.1 System Block Diagram

In this proposed video coding system, the standard
H.263+ encoder block diagram is modified as shown
in Fig. 1. The input frame is divided into macroblocks,
each of which covers an area of 16× 16 pixels. Motion-
compensated prediction is carried out for each mac-
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Fig. 1 Block diagram of the proposed video coding system.

roblock. Motion estimation is used to remove temporal
redundancies by finding the best match for the cur-
rent macroblock within a search region of the reference
frame. As the matching criterion, sum of absolute dif-
ference (SAD) representation is used. Specifically, for
zero motion vector, the adaptive threshold is applied.

To improve system performance, we employ full
search and half-pel motion estimation (ME). DCT al-
gorithm is used for residual coding. DCT coefficients
are then quantized by QZ using quantization parame-
ter Q, which is computed by rate control. Q computa-
tion utilizes the number of non-zero coefficients of the
previous macroblock, which is measured by the non-
zero coefficient evaluator NZ. Q is also used in ME
to adjust the zero motion vector estimation thresh-
old. Using residual information produced by inverse
quantized QZ−1 and motion vector information gener-
ated by ME, the predicted image is reconstructed by
RC. The blocking effect appearing in the reconstructed
image is eliminated by applying the deblocking filter
DBLK.

2.2 Rate Control Flow

The flow of the proposed rate control consisting of
frame and macroblock level processing is described in
Fig. 2. The frame level rate control is used mainly to
estimate bits allocation BTE of target frame encoding,
to compute global quantization parameter QG and to
determine frame skipping. The macroblock level rate
control is then applied to compute macroblock quanti-
zation parameter Q precisely from the estimated QG in
order to achieve allocated BTE bits.

3. Frame Level Rate Control

The optimum value of the frame encoding bits BBO is
set to prevent an encoder from producing underflow bits
or delay larger than the user defined maximum delay
Dmax. BBO is allocated by considering various causes
of delay in real-hardware implementation.

Fig. 2 Proposed low delay rate control flow.

Fig. 3 Encoder-decoder delay timing diagram under the con-
dition that the encoding frame interval is two (G/F = 2), and
the P frame type encoding mode. D: encoder-decoder delay (in
frames) G: camera input frame rate (in frame/sec), F : encoding
frame rate (in frame/sec),i: camera input frame number which
is counted in period of (1/G), Pi: ith encoding frame at encoder,
P ′

i : decoding frame of Pi, Bi: Pi’s frame bitstream (in bits),
TCD: time difference between camera input and display output
frame period (in sec), TDC : decoding time of P ′

i frame (in sec).
(a) Various delays, constructing the encoder-decoder delay D.
(b) Simplified encoder-decoder delay D.

3.1 Encoder Decoder Delay

There are various delays occurring between a camera’s
input at the encoder and its display at the decoder, as
shown in Fig. 3(a).

The first delay is encoding-delay TES . TES is the



1398
IEICE TRANS. FUNDAMENTALS, VOL.E85–A, NO.6 JUNE 2002

sum of the buffering time, which is time required from
the first macroblock data received until it is ready to be
encoded, and the encoding time, which is time required
from encoding of the first macroblock until it is ready
to be transferred.

The second delay is decoding-delay TDS. This de-
lay is the sum total of buffering time and decoding time.
This buffering time is the time needed to buffer bit-
stream data from the encoder until it is ready to be
decoded, while the decoding time is the time required
from the decoding of the first macroblock bitstream un-
til it is ready to be displayed.

The third delay is the amount of time to accom-
plish decoding of the last received bitstream data and
to display TEB .

The amount of time to transfer bitstream TB,
which varies according to frame’s distortion, is defined
as the fourth delay.

Referring to the above delays, the encoder-decoder
delay D can be defined as the time difference between
the time when the encoder receives image data Pi from
the camera and the time when the decoder displays it
P ′, as illustrated in Fig. 3 for P frame type encoding
mode and Fig. 4 for PB frame type encoding mode.
For P frame type encoding mode (number of encoding
frames for each bitstream Cc = 1), D is defined as:

D =
(
TB − 1

G
+ TES + TDS − TEB

)
×G (1)

where D is in unit of frames. TES , TDS , TEB and TB

are in sec and G is in frame/sec.
In actual conditions, TES and TDS depend on the

Fig. 4 Encoder-decoder delay D under the condition that the
frame interval is two (G/F = 2) and Cc = 2 ( PB frame type en-
coding mode). Cc: number of frames encoded into one bitstream
Bi (in frames). (a) Various delays, comprising the encoder-
decoder delay D. (b) Simplified encoder-decoder delay D.

data scheduling and the processing speed of the sys-
tem. To simplify the analysis of delay for bits alloca-
tion computation, we assume TES = 0 and TDS = 0;
consequently, TEB = 0. Under these assumptions, the
timing diagram in Fig. 3(a) is simplified to Fig. 3(b),
where D becomes:

D � (TB ×G− 1). (2)

For the PB frame type encoding mode (Cc > 1),
as shown in Fig. 4, the bitstream cannot be transferred
until Cc − 1 frame(s) are received. Hence, D becomes:

D � (TB ×G− 1) + (Cc − 1)× G

F
. (3)

Both Eq. (2) and Eq. (3) will be used in BBO bits
allocation (see next section).

3.2 Frame Encoding Bits Allocation

The optimum number of bits of current frame encoding
BBO, is set by considering the earliest delay TBE and
the latest possible delay TBL of bitstream transfer.

TBE is estimated by assigning the time for bit-
stream transfer in such a way that it can prevent the
encoder buffer from underflow. In this condition, the
bitstream transfer should use available bandwidth and
must be finished by the starting time of next frame’s
bitstream, as illustrated in Fig. 5. Therefore, TBE be-
comes a function of current Cc (see Eq. (2) and Eq. (3))
and can be defined as:

TBE =
Cc

G
. (4)

where Cc = 1 for P frame type and Cc = 2 for PB frame

Fig. 5 Estimated required time of bitstream transfer in the
earliest delay condition TBE (in sec). The condition is G/F = 2.
(a) P frame mode. (b) PB frame mode.
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Fig. 6 Estimated required time of bitstream transfer in latest
delay condition TBL (in sec). The condition are D = Dmax and
G/F = 2. (a) P frame mode (Cc = 1). (b) PB frame mode
(Cc = 2).

Fig. 7 Optimum allocated bitstream transfer time TBO .

type (as described in annex M of H.263+ standard).
TBL is estimated by assigning the time for bit-

stream transfer in order to handle the biggest possi-
ble bitstream, subject to delay limitation Dmax. This
can be satisfied by increasing the bitstream transfer
time from TBE under consideration that D is less than
Dmax. This condition is described in Fig. 6. It is shown
that for displaying picture Pi at time Dmax/G, the lat-
est of TBL is (Dmax + 1)/G (see Eq. (2) and Eq. (3)).
In the case of Cc > 1, the starting time of bitstream
transfer is (Cc − 1)/F . Hence, TBL can be computed
as:

TBL =
(Dmax + 1)

G
− (Cc − 1)

F
. (5)

Moreover, to avoid overflow and underflow condi-
tions that depend on the target frame encoding bits
achievement, the estimated optimum time for current
frame bitstream TBO should be longer than TBE and
shorter than TBL as TBE ≤ TBO ≤ TBL (Fig. 7).
Hence, TBO can be computed by applying the weighting
factor k to TBL − TBE , as:

TBO = k × (TBL − TBE) + TBE . (6)

where k, 0 < k < 1.
In the rest of this section, we explore how k is de-

termined. Recall from Eq. (4) and Eq. (5) that there
is a time margin TM = TBL − TBE which can be ad-
justed using Dmax. TM represents time to compen-
sate underflow and overflow resulting from a false tar-
get frame encoding bits achievement. As illustrated in
Fig. 7, if the produced frame encoding bits are smaller
than TBO, and the difference is smaller than TGU , the
encoder will be guaranteed not to produce underflow
bits. On the other hand, if they are larger than TBO,
and the difference is smaller than TGO, the encoder will
be guaranteed not to produce overflow bits. In the case
when TM = 0 (TBE=TBL), if produced encoding bits
are smaller than TBO, the underflow cannot be avoided.
This condition wastes the available channel bandwidth
and does not produce optimum reconstructed image
quality. In other circumstances, when encoding bits
are larger than the target, overflow bits at an encoder
buffer cannot be allocated for transfer at the next frame
bitstream transfer. This will cause the encoder to pro-
duce a number of skipped frames, and to not guarantee
a defined Dmax. To control the margin between TBE

and TBL, the defined Dmax should satisfy:

Dmax ≥ (2× Cc − 1)× G

F
− 1. (7)

The ratio between underflow and overflow condi-
tions that can be compensated within TM is controlled
by the weighting factor k in Eq. (6). In the case of
k < 0.5, the rate control is more effective to compen-
sate underflow. Conversely, k > 0.5 is more effective
to compensate overflow and to reduce the number of
skipped frames. To cover both conditions, k = 0.5 was
adopted in this work.

From TBO estimation, we can directly compute the
optimum value of the encoding bits BBO of each encod-
ing frame in fixed channel bit rate as:

BBO = TBO × R×G

F
(8)

where BBO is in bit/frame and R is in bit/sec.

3.3 Encoder Buffer Evaluation

In actual conditions, there is usually difference between
the target and the achieved encoding bits. This condi-
tion produces remaining W bits at an encoder buffer.
W is evaluated to avoid accumulated un-transmitted
bits that can increase D and the number of skipped
frames. At the beginning of frame encoding, W is ini-
tialized to be zero; otherwise,W is equal to its previous
number of remaining bits W ′ and the remaining bits as
a result of false target frame encoding bits achievement,
as:
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W = max
(
W ′ +B′

U − R

G
× C ′

c, 0
)
. (9)

Bits allocation should produce a very small value
of W and a BU value that is close to the channel bit
rate ((R× C ′

c)/G).

3.4 Target Frame Encoding Bits Allocation

BTE is computed as the target value for a current frame
encoding bits. This value will be used in macroblock
level rate control to compute Q. In the case of W = 0,
BBO can be directly used for BTE . However, due to
W > 0, the remaining bits should be transferred at the
current frame, and BTE can be computed as follows:

BTE = max(BBO −W, 0). (10)

3.5 Conditions for Frame Skip

In order to avoid unexpected delay longer than Dmax,
due toW being larger than the number of bits that can
be transferred of TM time, frame skipping is applied to
the encoder. In the skip condition, the next encoding
frame number is i + 1 (one frame skip) and its frame
type is set at P (Cc = 1), as described in following
pseudo code:

if (W ≥ (TM ×R))
i = i+ 1, Cc = 1,

W = max
(
W − R

G
, 0

)
. (11)

This is different from conventional methods [7]–
[9] that skip G/F (frame interval) frames. By skipping
only one frame, we can minimize the number of skipped
frames and reduce underflow bits, resulting from W −
(Cc × (R/G)) < 0.

3.6 Global Quantization Parameter

Under the assumption of a small statistical change be-
tween successive frames during encoding of a high frame
rate video sequence, the global quantization parameter
QG of the current frame can be estimated by previous
average quantization parameter Q̄′. Since there is no
valid Q for the uncoded macroblock, only the coded
macroblock Q (Q′

C) is considered to estimate QG, as:

Q̄′ =

∑N−1
j=0 Q′

C(j)
N ′

C

. (12)

where N ′
C represents the number of previous frame

coded macroblocks.
To compensateQG, the estimation error of the pre-

vious frame, Q̄′ from Eq. (12) is corrected by subtract-
ing from it the ratio of error between B′

TE and B′
U as:

QG = Q̄′
(
1− B′

TE −B′
U −B′

ST

B′
TE × 2

)
, (13)

where B′
ST is the number of previous frame stuff bits.

3.7 Bit Per Coefficient Parameter

Bit per coefficient parameter KBC represents the ra-
tio of the number of bits for encoding DCT coefficients
BDCT to the number of non-zero coefficients NZ . This
parameter always changes according to the distortion
in every frame. This value can be computed directly
by using the number of bits for encoding DCT coeffi-
cients BDCT within one frame, divided by the number
of non-zero coefficients NZ . Because there is a correla-
tion among frames, KBC is computed in the form of an
updating equation as

KBC = K ′
BC × v +

BDCT × Z × (1− v)
NZ

, (14)

where v and Z are weighting factors for KBC updating
(0 < v < 1, Z = 1..5), and defined from the experimen-
tal results.

In our proposed rate control, KBC parameters are
used in macroblock level computation to estimate the
macroblock encoding bits from its number of non-zero
coefficients.

4. Macroblock Level Rate Control

In macroblock level rate control, the appropriate quan-
tization parameter value of each macroblock Q is deter-
mined to meet allocated encoding bits BTE . For each
frame, QG is assigned to the first macroblock Q. The
difference in Q between two successive macroblocks is
denoted by QD, which satisfies −2 ≤ QD ≤ 2 (as de-
scribed in H.263 standard).

4.1 Macroblock Bit Allocation

To allocate macroblock encoding bits from BTE , we as-
sume that all BTE bits can be equivalently distributed
to all macroblocks. Under this assumption, the esti-
mated remaining bits at jth macroblock B̂R(j) corre-
spond to their position as:

B̂R(j) =
(NM − j)

NM
×BTE , (15)

where j is the macroblock sequence number counted
in raster scan order and NM is the total number of
macroblocks within one frame.

In fact, the actual encoding bits of each macroblock
vary according to frame distortion and target frame en-
coding bits achievement. The actual number of current
remaining bits BR(j) can be computed from previous
actual remaining bits BR(j−1) and current macroblock
encoding bits BMU (j) as:
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BR(j) = BR(j − 1)− (BMU (j) +BST (j)). (16)

where BST (j) is stuff bits [7]. For the first macroblock,
BR(0) is initialized to be equivalent to BTE . By com-
paring B̂R and BR, we can increase Q if B̂R > BR, or
decrease it if B̂R < BR.

To improve the precision of a macroblock bit al-
location, the estimated value of the required bit for
jth macroblock encoding B̂MU (j) is computed in ad-
vance. B̂MU (j) is correlated with the distortion mea-
sure of the current macroblock. By assuming that the
statistical difference between successive macroblocks is
small and macroblock encoding bits are correlated with
the number of non-zero coefficient NZ , we can com-
pute B̂MU from previous macroblock non-zero coeffi-
cient value NZ(i− 1) as:

B̂MU (j) =
NZ(j − 1)×KBC

h
+ 10. (17)

where h is the weighting factor ofKBC and the constant
10 is the compensating bits of the macroblock encoding
header.

To avoid over allocation of the current macroblock
encoding bits, the estimated bits for encoding the re-
maining macroblock B̂MR here to be computed. With
the assumption that the same encoding bits are re-
quired, B̂MR at the jth macroblock is

B̂MR(j) = B̂MU (j)× (NM − j). (18)

4.2 Macroblock Quantization Parameter

The QD value of the current jth macroblock is com-
puted by comparing parameters of encoding bits condi-
tions (BR, B̂R, BMR) and the difference between pre-
vious macroblock quantization parameter Q(j− 1) and
QG. The difference is computed for the upper difference
QU and the lower difference QL, as:

QU = max((Q(j − 1)−QG), 0) (19)

QL = max((QG −Q(j − 1)), 0). (20)

Using the above parameters, QD can be computed
as:

QD =




2 if (BR < B̂MR)∪
(BR × (2 +QU ) < B̂R)∩
(QL �= 0)

−2 if (BR > B̂MR)∩
(BR > B̂R × (2 +QL))∩
(Q(j − 1) > 8)

−1 if (BR > (B̂MR)∩
(BR > B̂R × (2 +QL))∩
(Q(j − 1) ≤ 8)

0 otherwise

(21)

The first case shows that if the actual remaining

bits BR are lower than the estimated bits for encod-
ing the remaining macroblock B̂MR or the estimated
remaining bit B̂R with some offset of (2 + QU ), the
current macroblock Q should be increased by 2. Con-
versely, if BR is larger than the estimated value B̂R,
the current quantization parameter value can be ad-
justed according to the previous macroblock Q(j − 1).
If Q(j − 1) is larger than 8, QD is decreased by 2, oth-
erwise, QD is decreased by 1 if Q(j − 1) less than or
equal to 8. The value 8 is used as a margin because
there is a possibility of large encoding bits increment
at very low quantization parameters.

5. Adaptive Threshold of Zero Motion Vector
Estimation

In the H.263 framework, the number of bits for motion
vector encoding is quite significant in comparison with
the total number of encoding bits [1]. In the encod-
ing of high-motion image sequence, those bits exceed
the channel bit rate in which many skipped frames are
unavoidable.

Moreover, during encoding of low-motion image se-
quence, the homogenous and small intensity differences
between encoding frames are very sensitive to noise. A
small amount of noise can produce false motion vectors
that increase motion vector encoding bits. This phe-
nomenon requires the encoder to set a threshold value
for determining zero motion vectors.

Regarding the cause of the above large motion vec-
tor encoding bits, we propose an adaptive threshold for
zero motion vector estimation STV . STV is defined as
a function of Q as:

STV (Q,STF ) = max(2×Q× STF, 100) (22)

where STF is the SAD threshold factor that represents
the weighting factor of Q.

In Eq. (22), the adaptive threshold is computed
by measuring macroblock image distortion from the Q
value. When a high Q is applied, the distortion of mac-
roblock can increase. This condition produces a large
number of false motion vectors over a stationary or ho-
mogenous intensity region. To overcome this, Eq. (22)
sets a high STV value for the macroblock motion esti-
mation threshold. This method is different from that
of common H.263 encoders, e.g., Telenor (TMN8 and
TMN5) [7]–[9], which use a fixed threshold for zero mo-
tion vector estimation.

The STF value is determined from the trade-off
among the number of encoding bits, the number of
skipped frames and the reconstructed image quality
(PSNR). As can be seen in Fig. 8, the encoding bits
value slightly changes for various values of STF . The
number of DCT coefficients increases if we increase the
STF value. Figure 8 shows that the STF value of ap-
proximately four is optimal, since the smallest encoding
bits are produced. Referring to PSNR and the number
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Fig. 8 Average frame encoding bits as a function of STF for
image sequence carphone. MVCB:motion vector encoding bits,
CCB: DCT coefficient encoding bits.

Fig. 9 PSNR as a function of STF for image sequence
carphone.

Fig. 10 Number of skipped frames as a function of STF for
image sequence carphone.

of skipped frames, we also find a slight improvement of
PSNR and many skipped frames reduction at an STF
value of approximately 4, as can be confirmed in Figs. 9
and 10.

6. Experimental Results

The performance of the proposed low delay rate con-
trol (LDRC) was evaluated by comparing its encoding
results of several popular QCIF size video sequences
(Table 1) with the well-known Telenor H.263+ codec
results (version 3.2). The Telenor codec was evalu-
ated using TMN8 [9] rate control strategy. Regarding
the target application of a high-performance encoder at
very low channel bit rate and a high frame rate, all se-
quences were encoded at 27 kbps target bit rate and 30
frames/sec frame rate. To improve reconstructed image
quality, we employed a deblocking filter and improved
the PB frame type encoding mode. The first frame
was intra-coded (I frame type) with Q = 16, while the
remaining frames were all inter-coded (P frame type).

6.1 Bit Rate Achievement and Frame Skipping

Bit rate achievements in Table 1 describe the actual
encoding bit rate difference from the defined target bit
rate (27 kbps). It is observed that the LDRC achieved
bit rates closer to the target in comparison with that of
TMN8. The target bit rate can still be achieved, even
for encoding of high-motion video sequences (carphone,
suzie, and foremen). This feature confirmed that the
LDRC is suitable for fixed low bit rate channel video
coding application.

Frame skipping in Table 1 shows that LDRC pro-
duced a very small number of skipped frames in com-
parison with TMN8. For low-motion video sequences
(claire, miss am and grandma), the produced number
of skipped frames was close to TMN8’s. On the other
hand, for high-motion video sequences, such as fore-
man, TMN8 produced a very large number of skipped
frames.

As observed in Fig. 11, TMN8 failed to avoid many
frame skips during encoding of carphone video sequence
from frame numbers 170 to 360. TMN8 produced very
large frame encoding bits (up to 7,000 bits); in con-
trast, LDRC produced only approximately 3,000 bits.
The same phenomenon was observed in another high-
motion video sequence suzie, as can be seen in Fig. 12.
Both cases proved that LDRC successfully controlled
bit allocation during encoding of a high-motion part of
a video sequence.

For the low-motion video sequences, such as sales-
man, the produced frame encoding bits were almost the
same for both LDRC and TMN8 (Fig. 13).

The results show that LDRC maintained a con-
stant bit rate for both high- and low-motion video se-
quences.

6.2 Reconstructed Image Quality

We see from the image quality difference in Table 1
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Table 1 Comparison of performance LDRC with that of TMN8. Bit rate achievements
are computed by subtracting achieved encoding bit rate from 27 kbps. Frame skipping rep-
resents the number of generated skipped frames during encoding of video sequence. Image
quality shows reconstructed image quality comparison, which is computed by subtracting
PSNR of TMN8 and that of LDRC. Frm Num: number of frames in video sequence.

Sequence Bit Rate Achievement Skipped Frame Image Quality #Frm
Name LDRC TMN8 LDRC TMN8 Y Cb Cr Num

(kbps) (kbps) (#Frm) (#Frm) (dB) (dB) (dB)
carphone 0.14 -3.82 28 125 -0.06 0.11 -0.03 382
claire 0.01 0.07 11 12 0.26 0.53 -0.11 494
grandma -0.04 0.03 9 10 0.08 0.25 0.09 870

miss am 0.15 0.24 6 8 0.32 -0.03 0.29 150
mthr dotr 0.05 -0.03 11 18 0.07 0.14 0.07 961
salesman 0.05 -0.55 13 34 -0.3 0.09 -0.27 449
suzie 0.4 -2.68 11 41 -0.33 -0.02 -0.17 150
foreman 0.17 -5.4 69 203 -0.07 0.28 0.4 400

Fig. 11 Bit rate comparison between proposed algorithm
(LDRC) and TMN8 for video sequence carphone.

Fig. 12 Bit rate comparison between proposed algorithm
(LDRC) and TMN8 for video sequence suzie.

that there are some improvement and some decrement
the average PSNR of LDRC in comparison with that of
TMN8. The decrement of the average PSNR of LDRC
is very small (not more than 0.58 dB). Moreover, if
we observe the PSNR of each frame, the LDRC’s frame
PSNR was higher in most frames in Fig. 14 and as num-

Fig. 13 Bit rate comparison between proposed algorithm
(LDRC) and TMN8 for video sequence salesman.

Fig. 14 PSNR comparison between proposed algorithm
(LDRC) and TMN8 for image sequence carphone.

bering 60 to 100 in Fig. 15. This condition occurred
because LDRC reduced the number of skipped frames,
thereby inter-frame difference and the number of frame
encoding bits. This scheme leds to an improvement
of image quality. The frame PSNR was improved es-
pecially after frame skipping operation had been per-
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Fig. 15 PSNR comparison between proposed algorithm
(LDRC) and TMN8 for image sequence suzie.

Fig. 16 PSNR comparison between proposed algorithm
(LDRC) and TMN8 for video sequence salesman.

Fig. 17 Reconstructed image comparison between proposed al-
gorithm LDRC (left) and TMN8 (right) for video sequence car-
phone.

formed in TMN8, as can be seen in the actual recon-
structed image (Fig. 18). The same case was observed
in the carphone video sequence, as shown in Fig. 17.
A different phenomenon can be seen in the salesman
video sequence, in which the skipped frames were dis-
tributed to all frames, and as a result, LDRC’s PSNR
became higher than TMN8’s (Fig. 16). The result can
be confirmed from produced high-quality reconstructed

Fig. 18 Reconstructed image comparison between proposed al-
gorithm LDRC (left) and TMN8 (right) for video sequence suzie.

Fig. 19 Reconstructed image comparison between proposed al-
gorithm LDRC (left) and TMN8 (right) for image sequence
salesman.

Fig. 20 MV bits comparison between proposed algorithm
(LDRC) and TMN8 for video sequence carphone.

image as shown in Fig. 19.

6.3 Adaptive Threshold of Zero Motion Vector
Estimation

At the very high-motion part of the video sequence,
the number of bits for encoding motion vector is very
large. It reached approximately 2,200 bits for carphone
and suzie video sequences using the TMN8 (Figs. 20
and 21). As seen in those figures, the proposed adap-
tive threshold of zero motion vector estimation method
with STV = 4 can effectively reduce the number of
motion vector encoding bits fluctuation. As a result,



ADIONO et al.: NEW RATE CONTROL METHOD WITH MINIMUM SKIPPED FRAMES
1405

Fig. 21 MV bits comparison between proposed algorithm
(LDRC) and TMN8 for video sequence suzie.

Fig. 22 MV bits comparison between proposed algorithm
(LDRC) and TMN8 for video sequence salesman.

many skipped frames can be reduced for both video
sequences.

When encoding low-motion video sequences such
as salesman, the produced number of motion vector
encoding bits was very small and the value was almost
the same for both LDRC and TMN8 (Fig. 22).

This condition shows that the proposed method
can effectively reduce the motion vector encoding bits
during encoding of high-motion video sequences, and
maintain the encoding bits in low-motion video se-
quences.

6.4 Encoder-Decoder Delay

Figure 23 shows the encoder-decoder delay between
camera’s input and display’s output during the encod-
ing of the high-motion part of the video sequence car-
phone (for input frame numbers 189 to 227). As shown
in that figure, LDRC produced only five frames delay
at most, but TMN8 produced 13 frames delay. As can
be seen in Fig. 23(b), this was because the required
bits for frame encoding reached 6,552 bits. Besides,

Table 2 Computational complexity comparison between
LDRC and TMN8. M is the number of macroblocks within a
frame, and P is the number of pixels within a macroblock.

Operation LDRC TMN8

Addition M + 1 M × (5 + P × 4.5)
Subtraction M × 7 + 9 M × (5 + P × 4.5) + 1
Multiplication M × 3 + 3 M × (13 + P × 3) + 1
Division M + 4 M × 13
Square root 0 M × 2

Table 3 Computational complexity comparison obtained for
QCIF size input image.

Operation LDRC TMN8
Addition 100 114,543
Subtraction 702 114,544
Multiplication 300 77,320
Division 103 1,287
Square root 0 198

the total underflow bits are also very large. A total
of 50,980 (14.7%) underflow bits were generated using
TMN8, while only 484 bits (0.14%) were generated us-
ing LDRC. The large number of total underflow bits
shows that TMN8 cannot efficiently use the available
channel bit rate.

6.5 Complexity Analysis

Computational complexity is measured by counting the
number of operations that significantly affect the hard-
ware implementation complexity, as described in Table
2. The results in Table 2 were obtained by assuming
the largest number of possible operations in every frame
and ignoring simple operations such as shifting, com-
parison and operation with a constant value.

Table 2 shows a marked reduction of computa-
tional complexity, compared to that of TMN8. In the
case of QCIF size input image, the quantitative com-
parisons are demonstrated in Table 3.

7. Conclusion

In this paper, we proposed a new rate control method
that can effectively minimize encoder-decoder delay,
which is very important for the elimination of the lip
synchronization problem. It increases frame rate, re-
duces the number of skipped frames and produces high-
quality image.

The simulation results confirmed that the proposed
method achieved a bit rate much closer to the target
bit rate than TMN8. It has only a 0.17 kbps target
difference compared to the 5.4 kbps of TMN8.

This method also successfully reduced the frame
buffer memory requirement for temporary data stor-
age because it utilizes previous image information to
compute quantization parameters and small remaining
data at the buffer. This method utilizes simple opera-
tion and uses less number of computations for distor-
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(a)

(b)

Fig. 23 Encoder-decoder delay timing diagram for image sequence carphone. (a) Re-
sults obtained using LDRC, and (b) results obtained using TMN8. Total underflow bits
are the number of accumulated underflow bits within one video sequence encoding. Under-
flow bits ratio are computed by dividing the estimated underflow bits by the total number
of bitstream. (∗1 camera input frame number, (∗2 number of skipped frames, (∗3 number
of bitstreams which consist of encoding bits and underflow bits(bits), (∗4 bitstream frame
number, (∗5 display output frame number, (∗6 encoder-decoder delay (frames).

tion measure parameters and quantization parameters
computation. Both of these features are very important
for hardware realization of high-quality H.263+ Video
Coding.
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