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With improved living conditions due to the continuous development of society, people are living longer. Nowadays,
many countries in the world are faced with this aging of their populations, which needs help and care. Thus, there is a
growing necessity for new technologies that can assist the elderly in their daily living. As one solution, service robots,
may even replace home care staff (e.g. a caregiver) to take care of the elderly.

Several robotic research projects are motivated by the challenges of this ageing population with the aim of covering
both care and social needs by designing service and / or companion robots. Assistive service robots may be an
interesting option to support elderly people’s independent living at home especially for those frail elderly people who
are chronically affected by several pathologies, with instable health conditions and declining capacity to cope with
stressors. Service robots can help people to do some homework, and reduce the workload of caregivers, in some cases,
they are useful to improve the quality of life of the old and the disabled. To make service robots be widely used in
practice, it is a very necessary job to achieve natural communication between humans and robots. Unlike in industrial
robots’ field where only expert operators can communicate and operate the robots, the operators are ordinary people
in service robots’ field, such as the old, the disabled and autistic patients, etc., and many of them have some cognitive
impairment or a certain weakening ability. Thus, it is valuable to study the interaction mechanism between humans and
robots.

Human Robot Interaction (HRI) is an active research field from many different points of view: from making humans
understand the robot states through verbal and non-verbal communication to doing it the other way around, making the
robot understand humans. One of the main aims of HRI is to design interfaces for better operation and interaction with
robots. Although verbal communication tends to be primary in human-human interactions, nonverbal behaviors such
as eye gaze and gestures can convey mental state, augment verbal communication, and reinforce what is being said.
Gesture interfaces may make interaction with robots more attractive and friendly to older users because they are natural

and intuitive, they require minimal learning time and they lead to a high degree of user satisfaction. This dissertation



proposes a humman-robot interaction system based on hand gesture recognition.

At present, although the study of hand gesture recognition has made great progress and achieved high recognition
rate in different areas, it is still facing many challenges: such as illumination changes and the background-foreground
problem, where objects in the scene might even contain skin-like colors. Another problem related to the background
occurs in the situations where a crowd of people exist and move around with many hand motions. Another important
problem is that most existing works require that the patterns of gestures are predefined for specific instructions. Based
on these challenges, we propose an algorithm that works in crowded environments with randomly moving objects. In
real situations, the user may perform gestures in various positions and the environment may also have many people with
hand motions. We propose natural hand calling gesture recognition using skeleton features in crowded environments for
human-robot interaction. We make the observation that if the person does not have any intention to call the robot, he/she
may not move his/her arm against the gravity. When a person calls someone, it is natural to direct his/her hand with an
open towards the target person. Based on these findings from observations of people’s daily activities, we detect calling
gestures based on the gaze, skeleton key-points, coordinate information of the hand-wrist, and fingertips.

In conventional studies, they often assume that the user is in front of the robot. We cannot assume this. Thus the
robot should find a person who may want to call the robot. Firstly, we use OpenPose developed at Carnegie Mellon
University to extract the body and hand key-points of individuals in the scene. Our work detects gaze and finds hand-
wrist positions to reduce the need to track all the people in the scene. And our approach only uses the key-points of
people who gaze towards the camera and have clearly defined wrist positions: the position of the wrist is higher than
the position of the elbow position and the position of the elbow is higher than the position of the shoulder. By detecting
gaze and hand-wrist positions, we can reduce tracking of the other hand motions. There are times when we may miss the
hand part in a crowded scene because the hand area is too small. To solve this, we zoom in the hand part based on the
locations of body key-points. After zooming in the hand-wrist part and extracting detailed key-points of the fingertips,
the system calculates positions of the fingertips. Finally, depending on the positions of the fingertips, our approach
recognizes calling gestures.

The proposed method does not need for the users to remember what gestures they should make. It can recognize
any natural hand gestures that may appear when humans would like to call others. In addition, it can work in cluttered
environments even with many other humans.

We tested the proposed method in video under different conditions such as in case with one person to over four people
who are sitting and walking around. The recognition results confirmed the effectiveness of our approach.

Then, we developed a mobile robot system by putting a small humanoid robot on a mobile robot base. We performed
experiments of the robot in an actual care facility. Experimental results verified that old people can call the robot by
hand gestures while they were only told that they can call the robot by hand gestures. We did not instruct them how to

move their hands in advance.
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