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Automatic recognition of emotions in humans is a challenging task with many applications such as human robot
interaction, movie marketing, and more. Thus, there has been much work on systems that identify emotional states.
Human emotion recognition using facial expressions is a common approach and there are many researchers working in
this direction. However, there are times when facial expressions can either be faked or hidden. That is, one’s “apparent
emotions” from say, facial expressions may not be a reflection of one’s genuine “internal emotions”. Thus, other
modalities such as physiological responses should be investigated for detecting and recognizing a person’s internal
emotions. This thesis aims to build a practical system for detecting such emotions by observing physiological responses.
We focus on sensing physiological changes through visual means using only conventional cameras, as this would not

require specialized equipment.

As mentioned earlier, the computer vision community has made many advancements in apparent emotion recognition
through facial expressions. On the other hand, the psychophysiology community has conducted several studies on
detecting and recognizing internal emotions using different physiological channels. Recognition of emotion has been
done using many physiological signs such as heart rate change, eye movements, eye blinks, change in skin conductance,
and change of skin temperature. Although many different physiological signs are used, many researchers find that
cardiac activity is useful for emotion recognition. As a result, this thesis explores the use of cardiac activity for emotion
recognition. However, most past studies use electrocardiography (ECG) for reading cardiac activity. ECGs are effective
but have their limitations due to the need for attached sensors and higher cost. To realize practical application systems
for many real-world settings, we also need a method that can sense cardiac activity but does not require any wearable
attachments or devices. Fortunately, in recent years, remote photo plethysmography (PPG) algorithms have received
attention. These techniques allow one to read cardiac activity such as heart rate (HR) from conventional cameras by
typically observing small changes in skin color over time. This thesis aims to use the sensed cardiac activity from

remote PPG to detect and recognize emotions. Since remote PPG has been shown to work with conventional cameras,



our proposed approach has the benefit that cameras such as webcams, surveillance cameras, and cellphone cameras
could be used. With the ability to see cardiac activity without contact sensors, we present a convenient system for
detecting internal emotions. Like in the psychophysiology literature, we chose to evaluate our approach by recognizing
emotional reactions to emotionally stimulating videos such as horror and comedy clips.

In the first phase of our work, we showed video contents to human subjects and collected HR data using an attached
sensor (Fitbit) for three emotional states (normal resting, funny, and horror). We then confirmed that the average
HR in emotionally stimulated states exhibits a statistically significant increase (p-value<0.01) from that in normal
resting states. We then estimated HRs using remote PPG to analyze videos of the subjects’ faces and found them to be
strongly correlated (0.9) with the wearable sensor ground truth data. The increase in average HR from normal resting to
emotionally stimulated states was also similar to the increase observed in the case of the wearable sensor.

The first phase of our work showed that HRs could be used to detect changes in emotional state but did not explore
the recognition of what kinds of emotions were present. In the next phase of our work, we investigated the feasibility
of using cardiac pulse signals for recognizing different emotional states (joy vs. fear) and compared the results with
those based on facial expressions. Specifically, we used the Open Face facial landmark tracker to estimate the average
facial action unit intensities for each subject on the 30 second segments in both the comedy and horror cases. In all, 17
facial action units were used. We also modified our remote PPG algorithm and showed that cardiac pulse signals, as
opposed to only HR can be estimated. We then used linear Support Vector Machines (SVMs) to evaluate the feasibility
of recognizing whether the subject watched a horror or comedy clip. That is, we used SVMs to test the leave-one-out
cross validation (LOOCYV) performance of facial action units in emotion recognition and repeated the same test for
the case of cardiac pulse signals estimated from remote PPG. We found that with principal component analysis (PCA)
preprocessing, facial action units resulted in a LOOCYV accuracy of 78.8% while the cardiac pulse signals resulted in a
LOOCYV accuracy of 67.3%.

We have presented an approach to emotion recognition based on physiological responses rather than facial
expressions. As a result, the emotions that we detect cannot be easily faked. In addition, these cardiac pulse signals
are entirely estimated from videos captured by a conventional RGB camera, so no special equipment is required in our
setup. Essentially, we have a system that operates completely using only computer vision techniques. A drawback of
the current study is that our dataset did not have the data for human subjects that intentionally tried to hide or fake their
emotions, thus it was not ideal for our tests. The results suggest that in situations where human subjects have no reason
to hide their emotions, facial expressions are reliable. However, we show that we can achieve good accuracy even with
a naive approach like taking the estimated cardiac pulse signals, performing dimensionality reduction using PCA, and

then learning via linear SVM.
To our knowledge, we are one of the first to bridge the gap between computer vision and psychophysiology through

presentation of a promising system for visual detection of internal emotions. This thesis paves the way for future

research into detecting and recognizing internal emotions.
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