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Abstract

The steadily expanding population of elderly persons in Japan and other industrialized countries has

posed a vexing problem to the health care systems that serve aging citizens. The field of robotics,

in particular the development of service robots that can provide assisted-care, has made many gains

over the last decade. For actual care tasks, we need to develop communication technology to allow

users to easily ask for services to assisted-care robots. Thus, human-robot interaction (HRI) becomes

one of the most important aspects of development in service robots. Interacting with service robots

via nonverbal cues allows for natural and efficient communication with humans.

Human-Robot Interaction system must be designed and implemented so that age-related

challenges in functional ability, such as perceptual, cognitive and motor functions, are taken into

account. There is the increasing popularity of service robots communication using interfaces: touch

panels, voice control, etc. Compared with these interfaces, gesture interfaces which users use the

movements of the hands, fingers, head, face and other parts of the body have the advantage of

simplicity; they require less learning time. For older users, who may operate other interfaces with

limited speed and accuracy, the gesture interfaces can be attractive and make interactions more

flexible. Gesture interfaces may make interaction with robots more attractive and friendly to older

users because they are natural and intuitive, they require minimal learning time and they lead to a

high degree of user satisfaction.

The main objective for this research is to develop the Human-Robot interaction system

by empowering them to take into account gestures performed by the human in a flexible, fast and

natural way and by the means of an intentional control architecture that enables the robot to

quickly react to the users’ stimuli. To get this objective, we proposed natural hand calling gesture

recognition algorithm using skeleton features in crowded environments for human-robot interaction.

For the gesture interface to communicate with robot, this work mainly focuses on natural calling

hand gestures. Hand gesture recognition is a challenging problem in computer vision and is a topic

of active research.

In real situations, the user may perform gestures in various positions and the environment

may also have many people with hand motions. And, we make the observation that if the person does

not have any intention to call the robot, he/she may not move his/her arm against the gravity. When

a person calls someone, it is natural to direct his/her hand with an open towards the target person.

However, there are still challenges in vision-based hand gesture recognition such as illumination

changes and the background-foreground problem, where objects in the scene might even contain

skin-like colors. Another issue is the presence of crowds moving around with many hand motions.

In crowded environments, conventional methods might erroneously recognize hand movements as
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calling gestures.

Based on these findings from observations of people’s daily activities and challenges, a

service robot was developed and used to interact with elderly people for helping their daily activities

in a natural way. We developed a hand calling gesture recognition method that can recognize in

real time natural gestures not specified in advance. Following this research program, the following

challenges have been identified:(1) illumination changes and the background-foreground problem,

where objects in the scene might even contain skin-like colors, (2) the presence of crowds moving

around with many hand motions and randomly moving objects, (3) the caller’s position that may

be varied and not in front of the camera but in the view of the camera, (4) the natural gestures

that is no need to remember the defined gesture, and (5) less learning time and more satisfaction

for elderly people because of the gestures used in childhood.

In our approach, only the people who gaze towards the robot with defined wrist positions

are checked from the scene. This comes from our observation that people typically gesture to call

others while gazing towards the target person. Then based on the overall body poses of some people,

we determine candidate people that might be calling the robot. We then zoom into each candidate

person’s hand-wrist part to extract finer details of the person’s hand pose. Our approach then uses

the key-points of the fingertips to make final decision on whether something is a calling gesture or

not. So essentially, we process in stages, the combination of overall body pose and local hand pose

to determine whether someone is calling the robot or not. This cascade of calling gesture detection

stages allows for efficient recognition in crowded settings.

The major goal of this research is to recognize natural calling gestures from people in

an interaction scenario where the robot continuously observes the behavior of a humans. In our

approach, firstly, the robot moves amongst people. At that time, when the person calls the robot by

a hand gesture, the robot detects the person who is calling the robot from among the crowd. While

approaching to the potential caller, the robot observes whether the person is actual calling the robot

or not. We tested the proposed system at a real elderly care center. We validate our findings using

our experimental setup, which is composed of a humanoid robot (Aldebaran’s NAO) and an i-Cart

mini (T-frog) that carries the NAO humanoid and a webcam.

This thesis proposes a service robot system that provides assisted-care to the elderly. This

system recognizes natural calling gestures in an interaction scenario where the robot visually observes

the behavior of humans. Therefore, an algorithm for natural calling gesture recognition in crowded

environments, for human-robot interaction is introduced. To detect users, this study uses the key-

points from the OpenPose real-time detector. Using these key-points, gaze detection and finding the

hand-wrist positions are performed. If the algorithm finds the gaze and defined hand-wrist position,
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it zooms into the hand-wrist part. After that, it finds the key-points of the hand’s fingertips. From 

these key-points, this algorithm recognizes whether the user is calling or not by a simple but effective 

rule-based classification, developed based on basic observations about how people perform calling 

gestures in real settings. After detecting the calling gesture, the robot moves to the caller. While 

approaching, the robot observes whether the user is actually calling or not. From this result, the 

interaction between humans and robot more effective.
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Chapter 1

Introduction

With improved living conditions due to the continuous development of society, people are living
longer. Therefore, many countries in the world are faced with the aging of its population, which
needs help and care [1]. It is widely accepted that more research is needed to address this issue. One
solution, robots, have been introduced to solve this problem as shown in Figure 1.1. Autonomous
robots are making their way into human inhabited environments such as homes and workplaces: for
entertainment, helping uses in their domestic activities of daily living, or helping disabled people
care or basic activities which would improve their autonomy and quality of life [2]. According to
the International Federation of Robotics (IFR), a service robot is a robot that is semi-autonomously
or fully-autonomously operated to perform useful tasks for humans. Specifically, a personal service
robot is used to benefit humans or enhance human productivity [3]. There is a great diversity of
service robots and several fields where they can be used, for example in health care, assistance to
disabled, transportation, safety, and security, among others [4; 5].

Figure 1.1: Categorization of robots

1
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Service robots, may even replaced home care staff (e.g a caregiver) to take care of elderly.
In addition, more and more service robots are being designed for elderly care in order to support
health care staff [6]. The goal of these robots is to communicate with humans in a human-like
manner and perform different tasks as instructed by human users. For service robots to perform
tasks like humans, service robots should have the abilities people have. The service robots should
be able to recognize humans, their verbal communication and gestures in order to realize natural
communication.

1.1 Motivation

Now that robots are able to complete thousands of interesting tasks for us, it is time to make
them understand humans as well as communicate with. This is the main aim of Human Robot
Interaction (HRI), to design interfaces and situations to better operate and interact with robots.
Social behavior in robots generally depend upon efficient human-robot interaction (HRI). Becoming
information technologies commonplace in society, service robots have also been developed using
modern technologies of devices. The common modes of human-robot interaction (HRI) are either
via interfaces or by speech and gestures. Speech and textual interfaces are widely used in this field,
but as many psychologists claim, approximately more than the 60% of human communication is
performed through non-verbal cues. According to [7], 65% of our communication consists of human
gestures and only 35% consists of verbal content. This two-thirds of our mode of communication
shows the significance of gestures. For this purpose, recognition of nonverbal content becomes
essential for HRI. Human gestures are an important form of nonverbal content, which is used with
or without verbal communication in expressing the intended meaning of the speech. Such gestures
may include hand, arm, or body gestures and it may also include use of the eyes, face, head and more.
So, humans tend to interact with themselves via gestures as an important element of communication.
We usually wave to our acquaintances, or point at an object to refer to them instead of describing
all the scene. In many cases, gestures are more efficient to be performed and be understood, hence
it is really interesting to include these abilities into robotics systems.

Figure 1.2: Examples of service robots using interfaces
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Robots are classified into several types based on their functionality (service and utility
robots or those designed to communicate with humans) and appearance (humanoid robots or me-
chanical robots) like in Figure 1.1. With information technologies becoming commonplace in society,
the opportunity and necessity for elderly people to access these technologies in their everyday ac-
tivities have been increasing. Human-robot interaction must be designed and implemented so that
age-related challenges in functional ability, such as perceptual, cognitive and motor functions, are
taken into account. Recent years have seen the increasing popularity of service robots using inter-
faces: touch panels, voice control, etc. as shown in Figure 1.2. Compared with these interfaces,
gesture interfaces which users use the movements of the hands, fingers, head, face and other parts of
the body have the advantage of simplicity; they require less learning time. For older users, who may
operate other interfaces with limited speed and accuracy, the gesture interfaces can be attractive
and make interactions more flexible.

In the last decades, much attention has been devoted to understanding and accommodat-
ing the needs of the elderly with respect to interaction with robots through touch-screen. Recent
years have seen the increasing popularity of gesture-based communications, where users use the
movements of the hands, fingers, head, face and other parts of the body to interact with robots.
Furthermore, studies have been carried out to investigate how older users use gesture inputs in their
interactions with information technologies [8]. Gesture interfaces may make interaction with robots
more attractive and friendly to older users because they are natural and intuitive, they require min-
imal learning time and they lead to a high degree of user satisfaction. The touch screen has been
suggested as a suitable input device for elderly users because it is easy to learn and operate. There
is a large body of work on single finger touch screen applications for older users, but relatively little
work has been done on the use of multi-touch, hand, face and body gestures for interacting with
robots.

The main motivation for this research is the Human-Robot interaction by empowering them
to take into account gestures performed by the human in a flexible, fast and natural way and by
the means of an intentional control architecture that enables the robot to quickly react to the users’
stimuli.

1.2 Contributions

This thesis proposes a human-robot interaction system using gestures to address the challenging
problem of providing for an engaging and effective interaction as natural as possible for helping
elderly people. A service robot was developed and used to interact with elderly people for helping
their daily activities in a natural way. We developed a hand calling gesture recognition method that
can recognize in real time natural gestures not specified in advance. To evaluate the performance of
human-robot interaction system based on gesture recognition, an indoor test scenario with several
specific situations was performed at a real elderly care center.

The main contributions of this thesis are:

• Development of a natural hand calling gesture recognition algorithm, which uses a rule-based
heuristic for classifying the recognition calling gestures using skeleton features in crowded
environments with randomly moving objects (Chapter 3).

• Development of an efficient and real-time human-robot interaction system based on natural
hand calling gestures for elderly care (Chapter 4).

• Evaluation of the performance of human-robot interaction system based on gesture recognition
at a real elderly care center (Chapter 5).
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Following this research program, the following challenges have been identified:

1. illumination changes and the background-foreground problem, where objects in the scene might
even contain skin-like colors

2. the presence of crowds moving around with many hand motions and randomly moving objects

3. the caller’s position that may be varied and not in front of the camera but in the view of the
camera

4. the natural gestures that is no need to remember the defined gesture

5. less learning time and more satisfaction for elderly people because of the gestures used in
childhood.

1.3 Organization

The thesis is organized as follows:

• Chapter 2 presents the background and literature reviews of the hand gesture recognition
and human-robot interaction system based on hand gestures. The literature review focused
on vision-based hand gesture recognition and service robot system for elderly care. The vari-
ous approaches of hand gesture recognition system employed for service robots are discussed,
highlighting the strengths and weaknesses for each method.

To begin with, we have studied key concepts, state of the art solutions and tools available to
accomplish this goal. And also, this chapter thoroughly discusses about the humanoid robot
and hand gesture recognition with the help of computer vision and machine learning algorithms.
In details, this chapter explains the concepts service robots, human-robot interaction for elderly
care, gesture and hand gesture recognition, conventional hand gestures recognition approaches
and literature review on human-robot interaction system based on gestures.

• Chapter 3 presents detailed process of hand calling gesture recognition method which uses
a rule-based heuristic for classifying the recognition calling gestures using skeleton features in
crowded environments with randomly moving objects. Chapter 3 thoroughly discusses about a
natural calling gesture recognition approach using skeleton features in crowded environments,
processed in two-stages. In details, this chapter explains the step by step processes of the
method - body key-points feature acquisition, gaze detection and finding hand-wrist position,
zooming in the hand-wrist part and fingertip key-points features acquisition and recognizing
of calling gestures using rule-based classification method.

• Chapter 4 describes human-robot interaction system based on natural hand calling gestures
for elderly care. This chapter discusses about the system architecture for human-robot in-
teraction service robot system, the process model of the proposed service robot with gesture
recognition, algorithm procedure for human-robot interaction system for this research, and
measurement of distance and angle between human and robot in details.

• Chapter 5 discusses the evaluation of the performance of human-robot interaction system
based on gesture recognition at a real elderly care center. This chapter gives the experimental
analysis of natural hand calling gesture recognition method with two different experiment
situations and the analysis of human-robot interaction system.
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• Chapter 6 presents conclusions and future work plans. It is concluded as the summary of
the natural hand calling gesture recognition method and human-robot interaction system for
service robot which helps elderly care area efficiently and effectively by the potential future
work and application.

1.4 Concluding Remarks

In this chapter we presented an introduction covering some important aspects, of human-robot
interaction system of service robots for elderly care. Then, the motivation for this thesis and our
contributions were discussed. Organization of thesis is described in finally.



Chapter 2

Background and Literature Review

2.1 Background

Nowadays, with robots entering in our daily lives, it is becoming important to provide the users
a simple an intuitive way to interact with them. Human Robot Interaction (HRI) has already
proved an active research field from many different points of view: from making humans understand
the robot states through verbal and non verbal communication to doing it the other way around,
making the robot understand humans. Besides, given that a great part of the human communication
is carried out by means of non-verbal channels, skills like gesture recognition and human behavior
analysis reveal to be very useful for this kind of robotic systems, which would include viewing and
understanding their surroundings and the humans that inhabit them [10].

Body postures are a powerful means for humans to convey information. Gestures are
thought to be one of the natural forms of communication between even people in different societies
and speaking different languages, particularly in noisy environments or where speech is not possible.
Gesture recognition is a growing research area due to its wide range of applications, ranging from
medical systems and assistive technologies, entertainment, crisis management, disaster relief, human-
robot interaction and many more [11]. Among these areas, the most common application is human
robot interaction (HRI). It aims to replace the traditional interfaces with a more natural interface.

Hand gesture recognition is a challenging problem in computer vision and represents an
active area of research. Hand gesture communication involves hand and arm motion information
and two approaches are commonly used to interpret them: sensor-based and vision-based [12]. At
present, although the study of hand-gesture recognition has made great process and achieved high
recognition rate in different areas, it is still facing many challenges.

In this thesis, we will focus on building hand gesture recognition system for service robots
in elderly care. As this work is focused on interaction with robots based on gestures, this section
will present a review of the available work in this field.

6
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2.1.1 Service Robots

Because of the growing of our world population, there is a growing necessity for new technologies
that can assist elderly in their daily living. One area of digital-physical information systems is service
robotics. Service robots are technical devices that perform tasks useful to the well-being of humans in
a semi or fully autonomous way (International Federation of Robotics 2015a) [13]. The differentiation
between industrial and service robots is based on their area of application and closeness to end-users
[14]. Since service robots have to operate and communicate in an unconstrained, human-centered
environment, a high degree of autonomy is an inherent characteristic of them [15]. For example, a
service robot responsible for the cleaning of floors in a hospital has to autonomously navigate its
way through the building. While navigating, the service robot has to react to its environment in
a real time manner: It has to stop for patients, doctors, and other human beings that might block
the robot’s route as well as to independently circumnavigate any obstacles like patients’ beds or
wheelchairs.

As service robots have become more versatile and diffuse to different areas of human life,
they also have found their way into research. While extant research rather focuses on technical
aspects of the robot itself, there is still a lack of context specific research on service robots [16].
Since service robots join the human environment, they must meet different requirements. To ensure
a smooth human-robot interaction, technologies have to be used to help the robot blend in with
the human-centered context. Advanced machine learning capabilities, which help the service robot
to better understand and react to the environment and context in which it is acting, as well as
fine motor skills, which aid the robot in mimicking human appearance and behavior, are just two
examples where further research is needed.

Figure 2.1: Types of Service Robots: (a) Pearl Nursebot, (b) Dutch iCat, (c) Care-o-bot , (d) Abio,
(e) Huggable Teddy Bear, (f) Paro
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Studies on robots in eldercare feature different robot types. First, there are robots that
are used as assistive devices which we will refer to as service type robots. Functionalities are related
to the support of independent living by supporting basic activities (eating, bathing, toileting and
getting dressed) and mobility (including navigation), providing household maintenance, monitoring
of those who need continuous attention and maintaining safety [17]. Examples of these robots
shown in Figure 2.1 are ‘nursebot’ Pearl [18], the Dutch iCat (although not especially developed for
eldercare) and the German Care-o-bot [19]. Also categorized as such could be the Italian Robocare
project, in which a robot is developed as part of an intelligent assistive environment for elderly people
[20]. The social functions of such service type robots exist primarily to facilitate interfacing with
the robot. Studies typically investigate what different social functions can bring to the acceptance
of the device in the living environment of the elder, as well as how social functions can facilitate
actual usage of the device. Second, there are studies that focus on the pet-like companionship a
robot might provide.

The main function of these robots is to enhance health and psychological well-being of
elderly users by providing companionship. We will refer to these robots as companion type robots.
Examples are the Japanese seal shaped robot Paro [21], the Huggable teddy bear [22] (both espe-
cially developed for experiments in eldercare) and Aibo (a robot dog by Sony). Social functions
implemented in companion robots are primarily aimed at increasing health and psychological well-
being. For example, studies investigate whether companion robots can increase positive mood in
elderly living in nursery homes. However, not all robots can be categorized strictly in either one of
these two groups. For example, Aibo is usually applied as a companion type robot, but can also be
programmed to perform assistive activities [23] and both Pearl and iCat can provide companionship.

2.1.2 Human-Robot Interaction for Elderly Care

Varying in the objectives, some robots are developed for helping humans in industrial environment
and some are designed to function in indoor environment (as in Figure 2.2. As the technology gets
sophisticated and more advanced, the focus has been shifted to social service robots. The goal of these
robots is to communicate with human in a human-like way and perform different tasks as instructed
by human. This leads us to social behavior in robots. These social robots should recognize humans,
their verbal communication and gestures in order to realize natural communication. Furthermore,
they should also recognize human emotions in order to predict the internal state of human for better
communication. Social behaviour in robots generally depend upon efficient human-robot interaction
(HRI) [25]. The most common way of human interaction is either by vocal communication or by
body gestures. Other medium includes newspapers, notes and other writing material, however, this
type of communication is not applicable in face-to-face communication. For this purpose, recognition
of nonverbal content becomes essential task for HRI. This has given rise to the field of HRI, the
study of how to design and implement robotic systems that can interact with a human environment
in a safe and efficient manner.

HRI is a challenging field because the system needs to be able to perceive, understand and
react to human activity in real time. These challenges should be taken into consideration when
designing a HRI system. Challenges include:

• There is a limitation on the size of the gesture recognition system, it must be able to fit on
the robot.

• As both the robot and the human are mobile, static backgrounds cannot be used for segmen-
tation and a a fixed camera location cannot be assumed.

• The robot mobility could lead to drastic changes in environmental conditions, such as lighting.
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Figure 2.2: Some Examples of Service Robots for Elderly Care

• The system must be able to work in real-time. Ideally, there must not be a perceivable lag
between the user performing a gesture and the robot response.

Service robots can help people to do some homework, and reduce the workload of caregivers,
in some home-care system, it is useful to improve the life quality of the old and the disabled. To make
service robot be widely used in practical, it is a very necessary job to achieve natural communication
between human and robots. Unlike in industrial robots field, only expert operators can communicate
and operate industrial robots, the operators are ordinary people in service robots field, such as the
old, the disabled and autistic patients, etc [25],and many of them have some cognitive impairment
or a certain weakening ability. So it is valuable to study the interaction mechanism between human
and robots.

People and the service robots are generally working in a relatively large collaborative space
(e.g., in home environment), so the human-robot interaction and collaboration takes place except
in short range, the mobile robot also needs to communicate with people in remote to perform
tasks. Thus, the full communication between people and service robots through natural interface
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for interactive access is the basis for interactive collaboration. Many researchers in the world have
carried out a lot of work in terms of interaction between human and nursing robot, such as the
development of voice, eye gaze, brain machine interaction, body gestures, facial expressions and
other modalities [26].

2.1.3 Gestures and Hand Gestures Recognition

It is essential that the communication between robots and humans, or human-robot interaction
(HRI), be as natural as possible. To this end, there has been much research focused on imbuing
robots and computers with the ability to understand human gestures. Human gestures are nonverbal
content, which are used with or without verbal communication in expressing the intended meaning
of the speech.

2.1.3.1 Gestures Recognition

Gestures, one of the most natural forms of communication, can be performed using any part of the
body, from the arms, the head, as in a nod, or even the face as shown in Figure 2.3. Gestures can be
divided into two types according to their movement along time: static or dynamic. Static gestures do
not change with time, they are described by the pose/posture in a single instant. Dynamic gestures
change the posture across time and the gestures are described by its movement [31]. Gesture
Recognition is the process of identifying the gesture performed by a user and usually has the aim
of interpret certain commands [32]. We divided the gesture recognition process in four important
parts, Data Acquisition where the information from the ambient is acquired, Segmentation where
the features necessary to perform the gesture recognition are extracted, Tracking where the hand is
tracked across time and Classification where the gestures are modelled and recognized.

Figure 2.3: Some Gestures for Communication

According to Wachs et al. [33], the basic requirements for any gesture recognition system
are:
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1. Responsiveness: the system must be able to recognise gestures almost instantaneously (a
maximum delay of 45 ms) as a slow system is impractical.

2. User adaptability and feedback: the majority of gesture recognition systems have a defined
number of gestures which the system is able to identify. These gestures are programmed
through an offline classifier algorithm. The challenge is to provide a classifier that is able to
generalise a gesture from minimal training samples.

3. Learnability: the gestures used to control the system should be easy to remember and execute.

4. Accuracy: the system must be able to first detect if the hand or body is within the view, track
the hand from frame to frame, and match the gesture to learnt templates (recognition).

5. Intuitiveness: gestures used in the system should be intuitive in order to mimic communication
between humans. For example a closed fist with the thumb up could represent “OK”. This is
strongly dependent on cultural background and experience.

6. Lexicon size: a lexicon is a dictionary of the gestures used in the system. Ideally increasing
the number of signs in the system should affect the performance and accuracy of the system
as little as possible.

7. Garment and environment requirements: the system should not require the user to wear
additional aids or to be wired to a device, and in terms of background and illumination the
environment should not need to be fixed.

8. Reconfigurability: hands are different in size, shape and skin colour, thus the gesture recogni-
tion system should be invariant to these variations.

9. Mobility: many systems are dependent on the assumption that the user stands in a fixed
position. For many applications this is not a valid assumption.

10. Unintended gestures: the system must be able to distinguish between intentional and uninten-
tional gestures.

These ten requirements are integral to the development of a robust, reliable and accurate
gesture recognition system. Frequently, Gestures can be dialect particular or culture-specific. More
specifically gestures can be categorized as mentioned below [34]:

1. Hand and arm gestures: utilizing hand and arm signals individuals can associate with virtual
condition. These sorts of signals are required close by postures acknowledgment, in communi-
cations via gestures, and stimulation applications [34].

2. Face head gestures: Some of the illustrations are provided here:

• head rotation,

• head moving up and down,

• eye rotation,

• eyebrows raising,

• winking the eye,

• To talk by opening the mouth,

• flaring the nostrils, and

• human emotions like amazement, illness, fear, outrage, misery, and so on [34].

3. Body gestures: Full body movement is involved in it, as in [34]:

• Tracking interaction between people,

• Dancer movement analysis, and

• Human gaits recognition for medical treatment and athletic training.
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2.1.3.2 Hand Gestures Recognition

Human gesture recognition has been a popular topic and a challenging research in computer vision
field. The topic has been studied numerous times because of its important applications in surveillance
systems, elderly care, in the field of medicine (e.g. gait analysis, surgical navigation), in the field of
sports, augmented reality, sign language for hearing impaired people and human behavior analysis.
Among hand gestures, this thesis focuses on hand calling natural gestures to communicate human
and robot. There are many forms of calling gestures depending on the person and regions. Figure
2.4 shows some forms of calling gestures to someone come here.

Figure 2.4: Some Calling Hand Gestures

Hand gestures are critical in face-to-face communication scenarios. To complete any task,
first step would be to collect sufficient data. Recently, for recognition system for hand gestures,
various technologies are used to acquire input data. All these technologies are categorized as following
types shown in Figure 2.5 [35]:

• Vision based approaches

• Depth based approaches

• Instrumented(data) Glove approaches and

• Colored Markers approaches.

Vision Based approaches : Pictures are taken to interface between human and PCs.
Camera is the main gadget which is used to capture pictures in vision-based approach. There is no
necessity for other gadgets. To capture pictures, computerized cameras are used. Acquired pictures
are additionally prepared and broken down by utilizing the vision-based procedures. Cameras such
as fish eye, infrared, monocular and time of flight are various divers sort ones [35]. Through vision-
based techniques, recognition of the represented alphabets and numbers are becoming easier.
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Figure 2.5: General Classification of Hand Gesture Recognition Techniques

This approach is simple and common to utilize so, this approach is extremely famous [36].
In this approach, there is a direct connection and interaction to human and computer devices.
Conversely, numerous challenges for gestures need to be considered. Varieties of lights, different
objects which are of skin color, brightening changes, and complex foundation are such difficulties in
this approach. Other than that, recognition time, strength, speed and computational effectiveness
are additionally challenging issues of this approach.

• Appearance Based Recognition : In this approach highlights are separated from visual ap-
pearance of information hand pictures. Examination is done between effectively characterized
layout and this extricated picture. The primary advantage is its compelling execution of con-
tinuous and effective examination using 3D displays. This approach can additionally recognize
distinctive skin hues. The issue of impediment is overwhelmed by this approach [37]. Funda-
mentally two classes are there as 2D static based model and movement-based model.

• Motion based Recognition : For object recognition model based approach is used. Object
motion is calculated by sequence of the images. Adboost framework is used for the learning
action model. Additionally, histogram of local motion is framed for object detection. Moreover,
object description that is modelling of motion and motif recognition is the necessity for the
gesture recognition and that has very high complexity [37].

Instrumented Glove Approaches : For capturing hand position and motion, sensor
devices are used in the instrumented data glove approach. Sensors such as vision based, multi
touch screen and mount bases are utilized. Using this approach, the fingers and palm location,
their orientation, configuration are calculated precisely in this approach [38]. Reaction speed is
fast, and it has high accuracy rate. The main requirement of this approach [38] the user must be
physically connected with the computer. This limitation is a barrier to interaction between users
and computers. These devices are very costly [[38] and not very efficient for virtual reality.

Colored Markers Approaches : To locate palm and fingers and to direct tracking
process, human hand is worn with some colors in colored marker approach [39]. By forming hand
shapes, necessary geometric features are extracted using this functionality. The color glove shape
has small regions with different colors. A wool groove is used when three different colors are to
indicate the finger palms in [40] where a wool grove is used. Its very easy to use and quite cheap
compared to instrumented data glove. Still human computer interaction is not that much natural
in this technology [39]. That is the principle impediment of this method.
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Figure 2.6: Examples of Hand Gesture Recognition Approaches: (a) Vision-based, (b) Color Marker
based, (c) Instrument based, (d) Skeleton-based

Recognition using skeletal based Approaches : To overcome the problem of volu-
metric model Skeleton model is used. Using sparse coding this model provides higher efficiency.
Complex features are optimized here. Compressive sensing is used for sparse signal recovery which
reduces resource consumption [37].The study of vision-based methods, which uses only a camera
without the use of any extra devices, has made great progress in different areas. However, there are
still challenges such as illumination changes and the background-foreground problem, where objects
in the scene might even contain skin.

Various methods have been proposed to locate and track body parts (e.g., hands and arms)
including markers, colors, and gloves. We propose a method that does not require color information
or extra device to be worn by the user (as in Figure 2.6. Such a gesture recognition module would
have many applications including human robot interaction, intelligent rooms, and interactive games.

2.2 Conventional Hand Gestures Recognition Approaches

Gesture recognition is a growing research area due to its wide range of applications, ranging from
medical systems and assistive technologies, entertainment, crisis management, disaster relief, human-
robot interaction and many more. Among these areas, the most common application is human
computer interaction (HCI). It aims to replace the traditional keyboard and mouse interfaces with
a more natural interface. A large amount of the research in gesture recognition is dedicated to sign
language translation, including recognition of both static alphabets and dynamic word gestures.
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2.2.1 Sensors used for Gesture Interfaces

Numerous hand gesture recognition systems have been reported in the literature. The earlier systems
require use of glove sensor for storing hand and finger motion and then use this data to recognize the
action. Huang et al. [41] used gloves to record the hand and fingers flex data and then use machine
learning algorithms to classify 5 dimensional finger flex data. Although, this type of systems may
provide a 3D representation of hand however, wearing a heavy and expensive glove is not suitable
for natural human interaction. On the other side, vision based systems take the information of the
hand itself as an input using a camera to collect hand movements for gesture recognition without
the use of any wearable sensor. Vision based approaches can be divided into two categories, i.e., 3D
hand model based method and appearance based methods. The 3D hand model can provide ample
information of hand that allows to realize wide class of hand gestures but the main disadvantage
lies in extraction of features in case of ambiguous poses, unclear views and high computational
complexity, which makes the overall system unrealistic for real time interaction.

In glove-based systems the user is required to wear a glove fitted with sensors such as
accelerometers and flex sensors [42]. These devices directly measure the hand or arm joint angles
and spatial positions . The gloves may be wired or wireless. The wired system requires the user to
b e in close proximity to the computer. Glove-based systems restrict natural gestures as users are
required to wear additional aids that may hamper natural movements. These systems also require
the glove to b e calibrated for each new user, limiting the reconfigurability of the interface. However,
they are typically more accurate.

Whilst there are various application specific uses for the glove-based systems, they are not a
“natural” method of interacting with a robot. This shortfall has driven a large proportion of gesture
recognition research toward vision-based systems. These approaches use single or multiple cameras
and more recently depth sensors such as the Microsoft Kinect to capture and interpret gestures. The
advantages of vision based sensors are numerous: they are simple, low cost and do not need to b e
adjusted for each user. However, they suffer from the limitation that the gesture must be performed
in the camera’s field of view in order to b e detected. In addition, depending on the distance of the
user from the camera the hand may only b e represented by a few pixels, making it challenging to
extract useful features for hand gesture recognition.

In appearance based approaches, images with hands are considered only for feature extrac-
tion and gesture recognition task. The simplest technique is to look for skin color regions. Marilly
et al. [48] extracts hand region using skin color and foreground information. For feature extraction,
they use statistical and geometric features and then classify the gestures using principle component
analysis. However, this method has some serious shortcomings. The major drawback of colorbased
techniques is the variability of the skin color in different lighting conditions. This frequently results
in undetected skin regions or falsely detected non-skin textures. The problem can be somewhat alle-
viated by considering only the regions of a certain size (scale filtering) or at certain spatial position
(positional filtering).

Another appearance based approach presented in the literature [49], that uses Gabor fil-
ters for extraction of hand gesture features. Gabor filters can capture the most important visual
properties such as spatial locality, orientation selectivity and spatial frequency. Due to the high
dimensionality of features, principle component analysis is used for feature reduction. The draw-
back of this and other similar approaches is that these methods are not invariant to translation,
rotation and scaling. Moreover, these approaches are also effected by illumination variation. In
[50], cascade of classifier approach is used. Each cascade is capable of detecting hands with cer-
tain angle of rotation. The drawback of this approach is that, it can not classify the same gesture
with different viewpoints and is not rotation invariant. The authors of [51] extract a distinct and
unified hand contour to recognize hand gestures, and then compute the curvature of each point on
the contour. Due to noise and unstable lighting in the cluttered background, it has difficulties in
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obtaining segmentation of integrated hand contour. The eigen space is another technique, which
presents a robust representation of a huge feature set of high-dimensional points using a small set of
basis vectors. However, eigen space methods are not invariant to translation, scaling, and rotation.
The most common and serious shortcoming of all of these methods discussed so far is that they only
work with uniform background. These approaches lack in detecting hands in cluttered and dynamic
environment.

Local invariant features are used for object recognition task. In the paper [52], to perform
reliable matching between different views of an object or scene, a method is presented for extracting
distinctive invariant features, as known as scale invariant feature transform (SIFT) features, that
can be used for object recognition. This method for image feature extraction transforms an image
into a large collection of feature vectors, each of which is invariant to image translation, scaling,
and rotation, partially invariant to illumination changes and robust to local geometric distortion.
Hartanto et al. [53] use SIFT features along with skin detection method for background subtrac-
tion and contours for localization of hand. Their matching stage is relatively simpler and hence,
reports less than 70% accuracy for Indonesian sign language database. Their approach is computa-
tionally extensive and is not applicable for real time recognition. Dardas and Georganas [54] used
bagof-features approach using SIFT features as keypoints and then used support vector machines
to recognize the hand gesture. They segment the hand based on the skin color, discard the face
using Viola-Jones face detector and then extract features. The shortcoming of this approach lies
in segmentation of hand. It depends highly on illumination variation and the subject wearing half
or full sleeves. Vision-based sensors use single or multiple cameras and depth sensors such as the
Kinect to capture the gesture. Vision-based sensors suffer from the limitation that the gesture must
b e performed in the camera’s field of view in order to be detected.

Prior to the release of the Microsoft Kinect, vision-based gesture recognition used ordinary
colour or grey scale images. These typically focused on static and dynamic hand gestures. Skin
colour is used as a cue to segment the hand from the image [55]. However, as there is no depth
information available, the majority of these systems require simple, solid backgrounds [56] or that the
user wear a coloured or textured wrist band to aid in segmentation [57]. Another method of gesture
recognition using colour images, presented by Drake [58] and Davis and Shah. [59], requires that
the user wear a glove where each fingertip or hand joint is a different colour, making identification
easier.

One of the challenges of using colour as a feature is its sensitivity to illumination changes.
This makes robustness difficult to achieve, motivating the use of depth sensors together with the
colour images.Since the release of the Microsoft Kinect in 2010, much of the gesture recognition
work has b een based on depth sensors. These sensors provide depth information in addition to the
RGB image captured by a traditional camera. The depth information aids in hand segmentation [60]
and the Op enNI and NiTE SDKs provide skeleton information [61]. This has made depth sensors
ideal for gesture recognition. A thorough review of gesture recognition is provided by Suarez and
Murphy [62]. A sensor similar to the Kinect is pro duced by Asus. This sensor is known as the Asus
Xtion Live Pro and has the same operating principle as the Kinect. However it do es not require an
external power supply.

In 2013, Intel released a depth sensor for HCI known as the Creative Senz3D camera. This
sensor is intended for closer range, from 0.01 m to 1 m. It uses time-of-flight to recover depth
information from the scene rather than structured light employed by the Asus and first generation
Kinect sensors. Given the novelty of the sensor there are few works that use it [63; 64] . The
second generation of Kinect sensors that are shipped with the Xbox One, also now use time-of-flight
for depth recovery. This sensor was made available to develop ers in late 2014; therefore there is
not much literature available [65]. However, it rep ortedly has a higher depth resolution and range
compared to the first generation Kinect. Another relatively new gesture device is the Leap Motion
sensor. This sensor is also for close-range HCI, and is capable of tracking all fingers with an accuracy
of up to a 100th of a millimetre over a range of 1 m. The operating principle is similar to that of
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the Asus, projecting a distinct IR pattern and using this to recover depth. Several works that use
Leap Motion for HCI are presented in the literature [66; 67].

Whilst the earlier generation of depth sensors had several flaws, including low sensor depth
resolution and reduced close-range depth recovery for applications where the user is further than 1
m, the Kinect is b est for HCI. The ideal system would therefore combine two sensors, one for close
interaction and another for far interaction.

2.2.2 Gesture Recognition Methodology

Krueger [71] was the first who proposed Gesture recognition as a new form of interaction between
human and computer in the mid-seventies. The author designed an interactive environment called
computer-controlled responsive environment, a space within which everything the user saw or heard
was in response to what he/she did. Rather than sitting down and moving only the users fingers,
he/she interacted with his/her body. In one of his applications, the projection screen becomes the
wind-shield of a vehicle the participant uses to navigate a graphic world. By standing in front of the
screen and holding out the users hands and leaning in the direction in which he/she want to go, the
user can fly through a graphic landscape. However, this research cannot be considered strictly as a
hand gesture recognition system since the potential user does not only use the hand to interact with
the system but also his/her body and fingers, we choose to cite this [71] due to its importance and
impact in the field of gesture recognition system for interaction purposes. Gesture recognition has
been adapted for various other research applications from facial gestures to complete bodily human
action [72]. Thus, several applications have emerged and created a stronger need for this type of
recognition system [72]. In their study, Dong [72] described an approach of vision-based gesture
recognition for human–vehicle interaction.

The models of hand gestures were built by considering gesture differentiation and human
tendency, and human skin colors were used for hand segmentation. A hand tracking mechanism was
suggested to locate the hand based on rotation and zooming models. The method of hand-forearm
separation was able to improve the quality of hand gesture recognition. The gesture recognition
was implemented by template matching of multiple features. The main research was focused on the
analysis of interaction modes between human and vehicle under various scenarios such as: calling-
up vehicle, stopping the vehicle, and directing vehicle, etc. Some preliminary results were shown
in order to demonstrate the possibility of making the vehicle detect and understand the humans
intention and gestures. The limitation of this study was the use of the skin colors method for
hand segmentation which may dramatically affect the performance of the recognition system in the
presence of skin-colored objects in the background. Hand gesture recognition studies started as
early as 1992 when the first frame grabbers for colored video input became available, which enabled
researchers to grab colored images in real time. This study signified the start of the development of
gesture recognition because color information improves segmentation and real-time performance is
a prerequisite for HCI [73].

Hand gesture analysis can be divided into two main approaches, namely, glove-based anal-
ysis, vision-based analysis [74]. The glove-based approach employs sensors (mechanical or optical)
attached to a glove that acts as transducer of finger flexion into electrical signals to determine hand
posture. The relative position of the hand is determined by an additional sensor. This sensor is
normally a magnetic or an acoustic sensor attached to the glove. Look-up table software tool-kits
are provided with the glove for some data-glove applications for hand posture recognition. This ap-
proach [75] was applied to recognize the ASL signs. The recognition rate was (75%). The limitation
of this approach is that the user is required to wear a cumbersome device and generally carry a
load of cables that connect the device to a computer [76]. Another hand gesture recognition system
was proposed in [77] to recognize the numbers from 0 to 10 where each number was represented
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by a specific hand gesture. This system has three main steps, namely, image capture, threshold
application, and number recognition. It achieved a recognition rate of 89%. The second approach,
vision-based analysis, is based on how humans perceive information about their surroundings [74].
In this approach, several feature extraction techniques have been used to extract the features of
the gesture images. These techniques include Orientation Histogram [79; 80], Wavelet Transform
[81], Fourier Coefficients of Shape [82], Zernic Moment [83], Gabor filter [84], Vector Quantization
[85], Edge Codes [86], Hu Moment [87], Geometric feature [88] and Finger-Earth Movers Distance
(FEMD) [89]. Most of these feature extraction methods have some limitations.

In orientation histogram for example, which was developed by McConnell [90], the algo-
rithm employs the histogram of local orientation. This simple method works well if examples of
the same gesture map to similar orientation histograms, and different gestures map to substantially
different histograms [91]. Although this method is simple and offers robustness to scene illumina-
tion changes, its problem is that the same gestures might have different orientation histograms and
different gestures could have similar orientation histograms which affects its effectiveness . This
method was used by Freeman and Roth [91] to extract the features of 10 different hand gesture
and used nearest neighbor for gesture recognition. The same feature extraction method was applied
in another study for the problem of recognizing a subset of American Sign Language (ASL). In
the classification phase, the author used a single-layer perceptron to recognize the gesture images.
Using the same feature method, namely, orientation histogram, Ionescu et al. [74] proposed a ges-
ture recognition method using both static signatures and an original dynamic signature. The static
signature uses the local orientation histograms in order to classify the hand gestures. Despite the
limitations of orientation histogram, the system is fast due to the ease of the computing orientation
histograms, which works in real time on a workstation and is also relatively robust to illumination
changes. However, it suffers from the same fate associated with different gestures having the same
histograms and the same gestures having different histograms as discussed earlier.

In [92], the authors used Gabor filter with PCA to extract the features and then fuzzy-c-
means to perform the recognition of the 26 gestures of the ASL alphabets. Although the system
achieved a fairly good recognition accuracy (93.32%), it was criticized for being computationally
costly which may limit its deployment in real-world applications [92]. Another method extracted
the features from color images where they presented a real-time static isolated gesture recognition
application using a hidden Markov model approach. The features of this application were extracted
from gesture silhouettes. Nine different hand poses with various degrees of rotation were considered.
This simple and effective system used colored images of the hands. The recognition phase was
performed in real-time using a camera video. The recognition system can process 23 frames per
second on a Quad Core Intel Processor. This work presents a fast and easy-to implement solution to
the static one hand gesture recognition problem. The proposed system achieved (96.2%) recognition
rate. However, the authors postulated that the presence of skin-colored objects in the background
may dramatically affect the performance of the system because the system relied on a skin-based
segmentation method. Thus, one of the main weaknesses of gesture recognition from color images
is the low reliability of the segmentation process, if the background has color properties similar to
the skin [[93]. The feature extraction step is usually followed by the classification method, which
use the extracted feature vector to classify the gesture image into its respective class. Among the
classification methods employed are: Nearest Neighbor , Artificial Neural Networks, Support Vector
Machines (SVMs) , Hidden Markov Models (HMMs)[94] .

As an example of classification methods, Nearest Neighbor classifier is used as hand recog-
nition method combined with modified Fourier descriptors (MFD) to extract features of the hand
shape. The system involved two phases, namely, training and testing. The user in the training phase
showed the system using one or more examples of hand gestures. The system stored the carrier co-
efficients of the hand shape, and in the running phase, the computer compared the current hand
shape with each of the stored shapes through the coefficients. The best matched gesture was selected
by the nearest-neighbor method using the MED distance metric. An interactive method was also



CHAPTER 2. BACKGROUND AND LITERATURE REVIEW 19

employed to increase the efficiency of the system by providing feedback from the user during the
recognition phase, which allowed the system to adjust its parameters in order to improve accuracy.
This strategy successfully increased the recognition rate from (86%) to (95%). Nearest neighbor
classifier was criticized for being weak in generalization and also for being sensitive to noisy data
and the selection of distance measure [? ].

To conclude the related works, we can say that hand gesture recognition systems are gener-
ally divided into two main approaches, namely, glove-based analysis and vision-based analysis. The
first approach, which uses a special gloves in order to interact with the system, and was criticized
because the user is required to wear a cumbersome device with cables that connect the device to
the computer. In the second approach, namely, the vision-based approach, several methods have
been employed to extract the features from the gesture images. Some of these methods were criti-
cized because of their poor performance in some circumstances. For example, orientation histograms
performance is badly affected when different gestures have similar orientation histograms. Other
methods such as Gabor filter with PCA suffer from the high computational cost which may limit
their use in real-life applications. In addition, the efficiency of some methods that use skin-based
segmentation is dramatically affected in the presence of skin-colored objects in the background. Fur-
thermore, hand gesture recognition systems that use feature extraction methods suffer from working
under different lighting conditions as well as the scaling, translation, and rotation problems.

2.3 Literature Review in Human-Robot Interaction System

based on Gestures

Liu et al. [96] proposed a modular model ofan HGR system for human-robot interaction. This
model consists of five steps:

• sensor data collection,

• gesture identification,

• gesture tracking,

• gesture classification, and

• gesture mapping.

The first four steps represent hand gesture recognition, while during the gesture mapping step, the
recognized gesture label is translated into a set of robot hand control commands.

Many publications focus on HRI applications of gesture recognition. One of the first works
in this topic can be found in [78], in which both, person and arm tracking in color images was
performed. Two recognition methods were compared, one template-based approach and an artificial
neural network, both combined with a Viterbi algorithm. An approach to moving gesture’s recog-
nition is presented in [92], where a Kinect sensor is used to recognize gestures while the robot is
moving. The method tracks the face of the person in order to perform background subtraction and
then joint positions are estimated by means of a Voronoi diagram. A generated motion context is
used to train a Multi-Layer Perceptron (MLP) classifier in order to recognize similar gestures to the
ones proposed here. A low cost RGB-D sensor is used in [68] to perform dynamic gesture recognition
by skeleton tracking. The recognition method uses a Finite State Machine which encode the tempo-
ral signature of the gesture. An adaptive method was developed for identifying the person which is
performing the gestures. The goal was to learn from gestures and therefore adapt the system to the
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specific person, being the same gesture performed by two different persons understood in different
ways, even having the opposite meaning. Another Kinect application to gesture recognition with
HMM (Hidden Markov Models) and skeletal data is presented in [69], in which the user performs
gestures to control the robot and it responds with voice or a message in the display.

Deep neural networks have also been used to recognize gestures, as done in [70], aiming
to recognize gestures in real time with minimal pre-processing in RGB images. They show high
classification rates working online, the application being a robot that gives speech feedback. User
defined gestures can be added in a semi supervised way to the system from [97], which contributes
a non-parametric stochastic segmentation algorithm, the Change Point Model. This procedure does
not need to be supplied with the gesture’s starting and ending points, making the user able to create
its own gestures to control a robot and thus being highly customizable without the need of explicit
user learning or adaptation.

Elderly assistance is another interesting field in which service robotics is applied, and
gesture interaction may be really useful in such case. A Kinect based approach to recognize calling
gestures is proposed in [98]. This approach use a skeleton based recognition system to detect when
the user is standing up, and an octree one when the skeleton is not properly tracked. Erroneous
skeletons are filtered by face detection in order to determine whether the data is actually a person or a
false positive. An application to object handling to the user is implemented and tested with different
elder users. Besides, some contributions are only concerned with hand gestures. The hand gesture
recognition system introduced in [99] performs gesture classification in each arm independently,
using two artificial neural networks, as well as HMMs, to perform arm tracking. Their trajectories
are used as the input to the classifier. Another hand gesture decomposition application to HRI is
proposed, in which a color segmentation algorithm is used to find skin regions and a cascade of
Adaboost classifiers is used for the hand posture. The method was validated in a museum robot
guide. An RGB-D camera is used in [100] for hand gesture recognition. Human segmentation is
performed by background subtraction and hand tracking is then calculated from both color and
depth information.

Some static gestures are employed to indicate the start and end of the gesture to the
system, such as opening and closing the hand. The trajectory followed in the meantime is then used
to recognize the gesture by applying an HMM, as it was similarly done in [101]. A tour-guide robot
able to understand gestures and speech feedback is introduced in [102], which tracks the user using
depth information and performs the recognition with a Finite State Machine gesture modeling. Hand
tracking approaches as well as the related work being developed in Microsoft Research with a Kinect
v2 sensor [9], which shows impressive results, may imply a great improvement in the recognition of
hand gestures, with applications to sign language recognition – which is another application of gesture
recognition systems –. Cooperation tasks is another research topic, as in the case of the current
work, when the user cooperates with the robot to achieve a given task, for instance approaching
the desired object. The system proposed detects a person with a color camera to recognize the face
and laser range finders to find his legs. Then, the person perform gestures to make the robot guide
him or to carry a load together. A similar study is conducted in [103], in which they evaluate the
effect of the robot utterances when they are accompanied by gestures such as the robot looking to
the person when he speaks or pointing in the direction of an object.

In [104], an image based human-robot collaboration system is proposed using a Kinect
mounted on a wifibot which carries a NAO robot. The robot is able to navigate towards an object
pointed on the floor. The proposed facial tracker fails to detect gestures quite often, as untrained
users make those gestures subtly. Besides, no physical interaction between the human and user is
present in this work. A similar – but hardware demanding – scenario is proposed in [27] where
three Kinects are mounted around the workspace of a mobile robot. The authors detect dynamic
gestures using a FastFourier Transform which is used to segment a gesture, through the estimation
of its period. This requires continuous repetition of each gesture in a loop several times in preoper-
ational/training phases. Training neural networks only on pre-processed images can prevent them
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from extracting and learning diverse features and may compromise the detector performance during
recognition phase. The authors train 10 different neural networks for each gesture and this requires
substantial resources. Moreover, this scenario involves no physical interaction between robot and
human. In [28], Kinect-based object recognition through 3D gestures is proposed. The OpenNI and
NITE middleware are used to extract the skeleton information of the human standing in front of
the camera. The object location is fixed and a rigid object segmentation procedure is used with
predefined constraints (e.g., the table color is white). Such conditions may not always be present in
a real human-robot interaction task. Also, the removal of background using depth information may
fail in some conditions (e.g., when the human operator stands near a wall). The objects chosen in the
demonstration appear to be only of rectangular/box shape thus are detected using corner detectors.
The histogram matching algorithm is used to recognize the objects. This has been outperformed by
modern deep learning techniques like Convolutional Neural Networks (CNN).

Recently, [29] makes use of CNN for hand gesture recognition for a Human-Computer
Interface. The author proposes a color independent classifier by feeding a pre-processed binary
images into a LeNet network [30]. This makes classification accuracy dependent on the pre-processing
step although, if provided with sufficient data, CNN are inherently robust enough to learn color
features. In [105], the authors propose a HRI system for navigation of a mobile robot using a
Kinect. For body and hand skeleton detection, a skeleton topology with multiple nodes is fit on the
point cloud acquired from the sensor. This technique is not reliable, as both skeleton and hands have
several non-linear anatomical constraints, that make the task of accurate pose detection difficult.
A system targeting pHRI is proposed , where a human-user gives commands to a robotic arm to
follow, grasp, move and place an object. The arm gestures are used to control the robot, so that
the gestures are distinguished with respect to predefined elbow angle ranges. The method does
not incorporate hand gestures detection. This also makes the interaction system less intuitive for
comfortable human-robot interaction tasks, as the human operator will have to learn the required
elbow angles. Besides, a color-coordinate based algorithm is proposed for object detection, limiting
the detection of multicolor objects.

In [43], the author uses the skin color for hand segmentation assuming a planar background.
Although the skeleton of the hand is extracted using distance transform, the approach only works
with open hand gestures and mostly when the palm is facing the camera. The authors of [44] propose
a technique to navigate a mobile robot with a Kinect. The OpenNI middleware is used to extract
hand position and no physical interaction is present. The localization of human body and of its sub-
parts (e.g., hands or face) depends on the choice of sensor used and on its output. [45] use Microsoft
SDK; object searching is done on the basis of color and shape of the object point cloud. Tracking
of hands and fingers can also be done by optical and infrared based sensors like Leap Motion. This
has a hand model built-in, which is combined with the raw sensor data to track the positions and
motion of the hand precisely. However, the effective range of this sensor is only 25 to 600 millimeters
approximately which is not always suitable for the distant interactive applications between humans
and robots.

Applied to elderly care scenarios, a Kinect based approach to recognize calling gestures [46]
is proposed which used a skeleton-based recognition system to detect when the user is standing up,
and an octree when the skeleton is not properly tracked. [106] applied gesture recognition methods
for human-multirobot interaction using the Euclidean distance between the hand and the neck joints,
the angle in the elbow joint, the distance between the hip and the hand joints, and the position
of the hand joint. [107] recognized ten gestures from visual signals used by the army to control a
mobile robot performed by Neural Network classifiers using quaternions and angles. [108] used the
Euler angle to recognize left arm gestures to control a Pioneer robot with four gestures (come, go,
rise, and sit down) using joint angles (left elbow yaw and roll left shoulder yaw and pitch).

Some methods [108] are based on detecting and counting which of the 5 fingers are extended.
[110] proposed an algorithm that extracts fingers from salient hand edges and high-level geometry
features from hand parts. More recently, [111] proposed a skeleton-based approach for a dynamic
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hand gesture recognition system that used the shape of connected joints, histogram of hand directions
and wrist rotations. [112] have collaborated in the development of a robot that can look towards and
then approach a person who waves a hand at the robot in a laboratory setting, to our knowledge,
there has not yet been a robot designed that can respond to a person’s request through hand waving
or other embodied means in naturally occurring multiparty settings. [113] have reported the results
of interaction between caregivers and the elderly and have discussed the implications for developing
such robotic system. Based on these findings, [114] have developed a system that can initiate
interaction with a human through nonverbal behaviors- such as head gestures (e.g. head turning)
and gaze. Most of the above methods focus on one person performing the gesture in an empty
workspace [115].

However, in our approach, we propose a system that works in cluttered and noisy envi-
ronments that include moving people and multiple natural hand motions. In addition, most of the
aforementioned works used pre-defined gestures under controlled environments, fixed the position of
the person to perform the gesture, and defined start and end-points in of the gesture. In our work,
the person who performs the calling gesture can be in various positions and locations may be varied.

2.4 Concluding Remarks

This chapter covers the main topics related to Human-robot interaction using gestures as stated in
the literature. The first part of this chapter provides an overview of service robots, human-robot
interaction for elderly and gestures and hand gesture recognition. The second part describes the
conventional hand gesture recognition approaches. Then, the last part of the chapter concentrates
on literature review in human-robot interaction system based on gestures.



Chapter 3

Natural Calling Gesture

Recognition

Based on the previous works, we propose a natural calling gesture recognition approach using skele-
ton features in crowded environments, processed in two-stages. First, the skeleton key-points of
individual people are obtained from the OpenPose real-time detector [116] by using the camera.
And then, to remove the false alarms, according to the hand-wrist position, the gaze is calculated,
and fingertip positions are extracted by zooming into the hand-wrist. Finally, we classify using
the key-points of the fingertips whether something is a calling gesture or not. Through observa-
tions and experiments on a realistic environment, we devised robust heuristics that are effective and
computationally inexpensive.

3.1 Algorithm Overview

In our process of hand calling gesture recognition, suitable techniques are employed to implement
and classify the hand gesture in the system. We observe that in real world, to call someone, firstly,
we must tend to face the one who we want to call. If the person does not have any intention of
calling, he/she may not move his/her arm against gravity. And, when the person calls someone, it
is natural to direct his/her hand open at the one being called. Based on these findings, we propose
our hand calling gesture recognition system. Our approach can be divided into some general steps:
body key-point acquisition, detection of gaze and hand wrist position, zooming into the hand wrist
part, and hand fingertip key-point acquisition and calling gesture recognition as in Figure 3.1. First,
we extract the body and hand key-points of individuals in the scene as in Figure 3.2 and Figure 3.3.
Our system first detects the gaze of people that are looking at the robot to find candidate people
that are more likely to be calling the robot. This removes the need to tracking all the people in
the scene since we only look at some candidate people. Then, we localize the hand-wrist positions.
We not that only people with clearly defined hand, wrist, and arm positions are considered because
someone calling the robot would likely try to make his/her hand clearly visible to the robot.

Specifically, we look for positions of the wrist that are higher than the position of the elbow
and at the same time, the position of the elbow is either higher or lower than the position of the
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Figure 3.1: Overall Process of Natural Calling Gesture Recognition
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shoulder. By detecting key gaze and hand-wrist positions, we can reduce the need to track other
hand motions. In the final step, we look at the configuration of the fingertips for classification. Note
that there are times when the tracker misses detailed of the hand in crowded scenes because the
hand area is too small. To solve this, we zoom into the hand part of the candidate person based
on the locations of body key-points. After zooming in the hand-wrist part and extracting detailed
key-points of the fingertips, the system calculates positions of the fingertips. Finally, depending on
the positions of the fingertips, our approach recognizes calling gestures.

Figure 3.2: Example of Key-point of Individual Person in the Scene using Omnidirectional Camera

3.2 Body Key-points Feature Acquisition

This is the first step in our calling gesture recognition system that utilizes video from an omni-
directional camera. First, we extract body key-points information from the OpenPose detector
using the omni-directional camera. By using the omni-directional camera, the system can also
detect callers that are behind the robot. Using Openpose, we can obtain both key-points of the
body and hand of the individual person in the scene as shown in as Figure 3.4.

3.3 Detect Gaze and Find Hand-Wrist Position

This is a key step in our hand gesture recognition system. In the real world, to call someone, firstly,
we tend to face the one who we want to call. And then, we perform some hand calling gestures.
Based on this observation, our work first detects gaze directed towards the robot and finds the
hand-wrist positions that could be indicative of a calling gesture. This removes need to track all the
people in the scene.

For gaze detection, we use the location of the two eyes, two ears and nose. When the user
is looking straight ahead, the angles between two eyes and two ears are as shown in Figure 3.5(a).
When looking at the left, the eye positions move to the left and the angles changes as in Figure
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Figure 3.3: Example of Key-point of Individual Person in the Scene using USB Web-camera

3.5(b). When looking at the right, the opposite situation occurs in Figure 3.5(c). By detecting the
angles between the two eyes and the positions of the two ears, it is, therefore, possible to measure
the gaze direction.

If a person has no intention of calling, he/she may not raise his/her arm against gravity.
So, if the hand is raised up, this action could be an intentional one. Such cases are then considered
candidates of calling gestures. The hand-wrist position may take on two types of patterns. For the
first one, the position of the hand-wrist is higher than the position of the elbow. And, the position
of the elbow is higher than the position of the shoulder. For the second one, although the position
of the wrist is higher than the position of the elbow, sometimes, the position of the elbow is lower
than the position of the shoulder. Figure 3.6 shows examples of the hand-wrist position that are
calling gestures.

3.4 Zoom into the Wrist Part and Hand Fingertip Key-points

Features Acquisition

Sometimes, OpenPose misses small details of the hand in crowded scenes because the hand area is
small, and the key-points are not tracked. We find that in practice, it is possible to get the fingertip
position if the hand is near the camera (e.g. ˜1.5m ). Otherwise, we find that detailed positions of
the fingertips are generally missed. For that reason, after detecting the gaze and candidate calling
hand-wrist position, our system zooms into the hand-wrist part to perform key-point detection of
the fingertips.

Although the defined hand-wrist position of Figure 3.6 are indicative of potential hand
calling gestures, without looking closely at the fingertip configurations, we cannot confirm whether
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Figure 3.4: Examples of Calling Gestures and Similar Hand Motions with Key-points

Figure 3.5: Example of Positions of Fingertips

they really are calling gestures. For instance, in that position, a person could be making a phone
calling gesture or any number of other gestures. The fingertips position in such cases are not the
same as a calling gesture. We observed that the typical poses of fingertips of calling gestures are
open (e.g. Figure 3.7 (a), (b)). For that reason, we apply OpenPose a second time to get the detailed
key-points of the fingertips.

After detecting the key-points of the fingertips, the system calculates the coordinates of
the fingertips relative to the base of the palm. However, we find that even if the same gestures
are captured, the coordinates of the fingertips can be different. Likewise, even between different
gestures, the coordinates can be similar. As a result, our algorithm takes the relative coordinates
and calculates the direction and degrees in the captured fingertips for accurate gesture recognition.
(See section 3.5 for details.) Our idea of what kinds of open gestures is illustrated as follows: The
pose of the fingertips of calling gestures are typically open like in Figure 3.7 (a) and (b). Although
Figure 3.7 (c) and (d) are similar to the open-type poses, we do not consider these to be calling
gestures. Based on this, Figures 3.8(a-c) show the fingertip positions of the calling gesture and
Figure 6d is not a calling gesture.
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Figure 3.6: Example of Hand-wrist position

Figure 3.7: Example of Positions of Fingertips

3.5 Recognized Calling Gestures Using Rule-Based Classifi-

cation

Rule-based classification provides a set of encoded rules extracted from input gestures to compare
the feature inputs. Firstly, our rules consider whether the person’s gaze is towards the camera. And
then, whether the hand is in a position that would potentially be of a calling gesture or not. If the
gaze is detected, it will classify the calling gesture according to the rules shown in Figure 3.9.

To classify calling gestures, our approach uses the x-coordinates of each fingertip and the
angles from the base of the palm to the thumb and to the little finger. Firstly, we consider whether
the order of the x-coordinate values of each fingertip (from the thumb to the little finger) are in
order or not. In the 2D image plane, we want the left to right order of the fingertips to start at
the thumb and end on the little finger, or in the reverse order. Figure 3.7(d) shows and example of
“out-of-order” fingers. If the order is either ascending or descending, the angle of the vector from
the base of the palm to the thumb is between 30 and 70 degrees, and the angle of the vector from
the base of the palm to the little finger is between 0 to 45 degrees, we consider that a calling gesture.
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Figure 3.8: Hand Fingertips Key-points Features Acquisition

3.6 Concluding Remarks

In this chapter we presented natural hand calling gesture recognition algorithm in crowded environ-
ment. In details, this chapter explains the step by step processes of the method - body key-points
feature acquisition, gaze detection and finding hand-wrist position, zooming in the hand-wrist part
and fingertip key-points features acquisition and recognizing of calling gestures using rule-based
classification method.For each step, the detail process is described with illustrations.
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Figure 3.9: Rules of Calling Gesture



Chapter 4

Human-Robot Interaction System

Human-robot interaction (HRI) is the study of communication between robots and humans. It
exists at the intersection of the fields of artificial intelligence, computer vision, robotic design, social
science, and the humanities. Robots are increasingly becoming involved in more complex tasks and
activities, sometimes requiring interaction with people to complete these tasks.

4.1 Service Robot Setup

The current prototype of our service robot consisting of an i-Cart mini (T-frog), USB webcam, a
humanoid robot (Aldebaran’s NAO) and a mobile workstation, is shown in Figure 4.1. The i-Cart
mini (T-frog) is a small, light weighted robot that can easily move. To control the robot’s hardware,
we used the Robot Operating System (ROS), which is a framework with software libraries and tools
designed specifically to develop robot applications. The USB wide-angle webcam allows 120◦wide
coverage to cap-ture the whole body of each person in the scene. Hokuyo Laser sensor is used to
measure the distance between the caller and robot. The NAO robot will be used for our future work
to interact with the caller once the robot has arrived the caller’s location.

The system is configured as follows: The USB wide camera, mounted on top of the robot,
obtains a subject’s full-body position data and Hokuyo laser sensor’s data is used to calculate the
distance between the caller and robot. Such data becomes available to all devices connected through-
out the Robot Operating System (ROS) network and subsequently, it is processed to recognize the
body gestures that will indicate the robot’s actions.

4.2 Process Model of Human-Robot Interaction Based on

Gesture

To recognize gestures in HRI, it is beneficial to investigate into a generic and simplified information
processing model. As shown in Figure 4.2, the generalized human information processing is broken
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Figure 4.1: System Architecture Showing Interactions between Components

into a four-stage model. Based on this model, we propose a specific model for gesture recognition
in HRI.

Figure 4.2: A Four-stage Model of Information Processing

Figure 4.3 shows the process model of the proposed service robot with gesture recognition
system. Firstly, let us say there is a natural calling gesture within the camera’s field of view.
Then it is detected in real time and the key-points information of the whole body are obtained, i.e.,
positions of nodes in the skeleton model detected by OpenPose [116]. And, gaze and hand detections
are performed based on the key-points information of individual people. After detecting the gaze and
hand, the detailed key-points of the fingertips are extracted by zooming into the hand-wrist part.
After detecting potential calling gestures, the robot faces and approaches to the candidates of calling
gestures by transmitting data to the motion control system. At that time, the robot approaches the
potential caller and further verifies whether they the caller was really calling to reduce false positives.
After determining whether there was an actual call or not from the hand gesture’s command, the
robot responds to the action by moving to the ones who are calling the robot. We then map the
recognized gesture to the appropriate command – so that if the caller continues the calling hand
gesture while approaching, the robot will keep coming to the caller. And, if the caller still holds
gaze to the robot while approaching, the robot will continue coming action. Like this action, service
robots can help the elderly.
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Figure 4.3: A Process Model of the Proposed Service Robot with Gesture Recognition

Algorithm 1 Procedure for Human-Robot Interaction

1: open human-robot interaction switch;

2: loop:

3: capture skeleton data and feed data into system, and move around the people;

4: if no calling gesture then

5: goto loop;

6: else

7: turn toward direction of caller and move towards caller;

8: if user keeps calling or holding gaze then

9: continue moving towards caller;

10: else

11: goto loop;

12: end if

13: end if
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4.3 Gesture Recognition

In this step, the system uses the skeleton key-points of individuals among the crowd using OpenPose
that as in our work (in Chapter 3). Firstly, we extract the body and hand fingertip key-points of
individuals in the scenes. The gaze of people that are looking at the robot is detected to find
candidate people that are more likely to be calling the robot. We then localize the hand-wrist
positions. Specifically, the system looks for positions of the wrist that are higher than the position
of the elbow and at the same time, the position of the elbow is either higher or lower than the
position of the shoulder. In the final step, the system looks at the configuration of the fingertips for
classification. So as to not to miss fine details of the hand in crowded scenes, we also zoom into the
hand part of the candidate person based on the locations of body key-points. After zooming into the
hand-wrist part and extracting detailed key-points of the fingertips, the system calculates positions
of the fingertips. Finally, depending on the positions of the fingertips, our approach recognizes
calling gestures.

4.4 Measuring Distance and Angle

Firstly, the angle between the caller and robot, , is calculated by using the hand-wrist coordinates.
And, using this angle and Hokuyo laser’s data, the system calculates the distance between the caller
and robot.

θ = tan-1 |(x1 − x2)|
(y2 − y1)

(4.1)

where:

θ = the angle between the caller and robot
x1 = half of image horizontal dimension (e.g. if 640 ×480, x1 = 320)
y1 = 0
x2 = x coordinate of detected calling hand-wrist
y2 = y coordinate of detected calling hand-wrist
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In Equation (1), x1 is defined as half of image horizontal dimension and y1 is 0 because
the camera is mounted on the center of the i-Cart mini. The direction of the angle,, depends on the
sign of (x1-x2). If the sign is ‘+’, the direction is right, otherwise, the direction is left. The system
calculates the distance between the caller and robot by using the angle, , x, y coordinates of detected
calling hand-wrist and Hokuyo laser’s data. Hokuyo laser sensor can detect range from 0.1m to 30m
within 270 wide angle. When the system implements on ROS, the obstacles for navigation can be
avoided.

The system calculates the distance between the caller and robot by using the angle, , x, y
coordinates of detected calling hand-wrist and Hokuyo laser’s data. Hokuyo laser sensor can detect
range from 0.1m to 30m within 270◦wide angle. When the system implements on ROS, the obstacles
for navigation can be avoided.

4.5 Concluding Remarks

This chapter explains human-robot interaction system based on natural hand calling gestures for
elderly care. This chapter discusses about the system architecture for human-robot interaction
service robot system, the process model of the proposed service robot with gesture recognition,
algorithm procedure for human-robot interaction system for this research, and measurement of
distance and angle between human and robot in details.



Chapter 5

Experimental Results and Analysis

5.1 Experiment Analysis of Natural Hand Calling Gesture

Recognition Method

In order to test the robustness of our natural calling gesture recognition algorithm, we set hundreds
of videos in several specific situations and evaluated tests on them shown in Figure 5.1. In addition,
we determined how well the gesture recognizer could differentiate the normal actions from calling
gestures. The proposed algorithm is based on spotting-less gesture recognition. That is, the al-
gorithm does not have to detect the start and end position of gesture. This fact may be a great
advantage to the recognizer, but the probability of unrecognized calling gesture will increase at the
same time.

5.1.1 Experiment 1

The first experiment presents a situation in which the camera is located at a fixed position. Table5.1
shows the characteristics of each situation. In Table 1, S and W means sitting and walking respec-
tively. The resolutions of all video are 1920×1080.

Table 5.1: Characteristics of Each Video

Video ID
V1-
V10

V11-
V20

V21-
V30

V31-
V40

V41-
V50

V51-
V60

V61-
V70

V71-
V80

V81-
V100

No. of person 1 2 3 4 1 2 3 4 ¿4

Situation S S S S W W W W S, W

Distance 2m 2m 2m 2m 2m 2m 2m 2m 3m

FPS 30 30 30 30 30 30 30 30 30

Figure 5.2 shows sample results of the accuracy of our algorithm in three different scenes.
The quantitative performance of our algorithm is shown in Table 5.2. The reason we recorded the
videos at a high resolution 1920 × 1080, was to get the hand part clearly. We find that a body is
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Figure 5.1: The Robotic System Designed for This Work, (b) Example of Recording Video

usually correctly detected if it is within 2m.

With a gesture recognition accuracy of 70% in the case of sitting and walking with more
than four people, recognition performance is notably worse. This can be explained by the varied
motion of the people. If people walk fast, we cannot correctly detect the body key-points. If
we cannot get the correct key-points, our algorithm reduces in performance. In addition, we may
sometimes miss the hand fingertip key-points if the calling gesture is dynamic. Also, if gaze detection
fails, we miss the calling gesture.

Table 5.2: Performance of Gesture Recognition of Experiment 1

Situation
Total
no. of
gestures

Accuracy
Rate

Number of Cor-
rectly Identified
Gestures

Sitting one person 50 96% 48

Sitting two people 50 96% 48

Sitting three people 50 86% 43

Sitting four people 50 82% 41

Walking one person 50 96% 48

Walking two people 50 90% 45

Walking three people 50 82% 41

Walking four people 50 78% 39
Sitting and Walking more
than four people

50 70% 35
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Figure 5.2: Example Results Showing Detected Calling Gestures from Our Algorithm in Three
Different Scenes
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Table 5.3: Performance of Gesture Recognition of Experiment 2

Situation
Total
no. of
gestures

Accuracy
Rate

Number of Cor-
rectly Identified
Gestures

Sitting one person 100 92% 92

Sitting two people 100 90% 90

Sitting three people 100 90% 90

Sitting four people 100 87% 87

Walking one person 100 87% 87

Walking two people 100 87% 87

Walking three people 100 80% 80

Walking four people 100 80% 80

Sitting and Walking more
than four people

100 75% 75

5.1.2 Experiment 2

The second experiment presents a situation in which the omnidirectional camera is mounted at the
top of the mini-cart shown in Figure 5.1(a). We use the recorded video in which the mini-cart is
moving around the people shown in Figure 5.1(b). For this second experiment, we captured the
videos as in Table 5.3.

Figure 5.3 shows the example results of the accuracy of our algorithm in the different
scenes. The performance of the algorithm in Experiment 2 is shown in Table 3. Here, to deal with
callers that are behind the robot or would otherwise be out of view with conventional camera, we
recorded the video from an omnidirectional camera. We found in the case of the omnidirectional
camera, the body of a given person is correctly detected up to within 2m. The performance the
system in Experiment 2 is worse than in Experiment 1. This can be explained due to the motion of
the camera which moved around the people and resulted in higher gaze detection errors. We also
observed that the failure cases with seated people were also mostly due to gaze detection errors.

To analyze the recognition performance, we utilized the metrics Precision and Recall defined
as follows:

Precision =
True Positive

TruePositive+ FalsePositive
(5.1)

Recall =
True Positive

TruePositive+ FalseNegative
(5.2)

Figure 5.4 presents the precision-recall comparison for both experiments. Figure 5.5 shows
the failure cases of our algorithm. In Figure 5.5(a), although the subject gazes at the robot, performs
the calling gesture, and has his hand in the defined position, the system shows he is not calling.
The reason for the failure is likely due to the hand is being blurred we could not get the detail
fingertips key-points. In Figure 5.5(b), although the subject makes the calling gesture, his gaze is in
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Figure 5.3: Example Results Showing Detected Calling Gestures from Our Algorithm in Three
Different Scenes
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Figure 5.4: Precision-recall Comparison (a) for the experiment 1, (b) for the experiment 2

Figure 5.5: Example Failure Cases of Our Algorithm
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Figure 5.6: Experiment of Our Natural Calling Hand Gesture Recognition algorithm in an Elderly
Home Care Center

a different position and the hand is also blurred by shaking. As a result, the system shows the wrong
result. As in Figure 5.5(c), the subject gazes at the robot and performs the calling gesture. But,
her hand-wrist position is not in one of the defined positions (Figure 3.6). Therefore, the system
indicates she is not calling. Figure 5.6 shows an example of how our algorithm can work in a real
elderly care center.

5.2 Experiment Analysis of Human-Robot Interaction Sys-

tem

In order to evaluate the performance of human-robot interaction based on gesture recognition, we
prepared an indoor test scenario at a real elderly care center in several specific situations and
evaluated our system on them. Human test subjects were asked to call the robot by hand. In our
approach, firstly, the robot moves around the people as shown in Figure 5.7. At that time, if the
person within the camera’s field of view calls the robot, the robot moves to that person. If two or
more different person within the camera views start to call the robot at a time, the robot will move
first detect first move.

Figure 5.8 shows example cases of our experiment. In Figure 5.8(a) and (b), when the robot
recognizes the hand calling gesture, the robot moves to that person. The robot keeps moving as the
caller continues the hand calling gesture. In Figure 5.8(c) and (d), when the robot detects the calling
gesture, the robot approaches the caller. Moving towards the caller, the robot observes whether there
is an actual call or not. The robot approaches the caller because of the caller maintaining consistent
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Figure 5.7: The Robotic System Designed for Human-Robot Interaction System in Example Scene

gaze towards the robot. In Figure 5.8(e) and (f), the robot first detects a similar hand calling gesture
and the robot moves to that person. But while approaching, the caller changes hand direction and
gaze. Therefore, the robot does not keep moving towards that person.

In our experiments, the robot’s main computer is a tablet PC with Intel(R) Core (TM)
i7-7700HQ CPU @ 2.8G Hz*4, RAM of 32.00 GB, GPU Geforce GTX 1070. In the process of
experiments, the system needs a few seconds to execute the behaviors after users signal with hand
gestures. If another signal is sent in the same period of time, it takes some time to perform. And,
sometimes, gestures are missed as the robot moves around. Based on these cases, the program is set
to sleep a short period after one signal is sent. This proves efficient in solving the problem. Another
way to over-come our limitation is by using multiple or powerful GPUs to enhance the temporal
performance of our system.

5.3 Concluding Remarks

In this chapter discusses the evaluation of the performance of human-robot interaction system based
on gesture recognition at a real elderly care center. This chapter gives the experimental analysis of
natural hand calling gesture recognition method with two different experiment situations and the
analysis of human-robot interaction system.
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Figure 5.8: Example Results of Our Human-Robot Interaction System



Chapter 6

Conclusions and Future Work

6.1 Conclusions

This thesis proposes a service robot system that provides assisted-care to the elderly. This system
recognizes natural calling gestures in an interaction scenario where the robot visually observes the
behavior of humans. Therefore, an algorithm for natural calling gesture recognition in crowded
environments, for human-robot interaction is introduced. For simple environment, calling using
speech is commonly used. However, in a noisy and crowded environment, calling with gesture can
be useful in human-robot interaction. To detect users, this study uses the key-points from the
OpenPose real-time detector. Using these key-points, gaze detection and finding the hand-wrist
positions are performed. If the algorithm finds the gaze and defined hand-wrist position, it zooms
into the hand-wrist part. After that, it finds the key-points of the hand’s fingertips. From these
key-points, this algorithm recognizes whether the user is calling or not by a simple but effective
rule-based classification, developed based on basic observations about how people perform calling
gestures in real settings. After detecting the calling gesture, the robot moves to the caller. While
approaching, the robot observes whether the user is actually calling or not.From this result, the
interaction between humans and robot more effective.

We made two experiments to test our natural hand calling gesture recognition algorithm.
In the first one, calling gestures can be detected for people that are in front of the camera. For
that case, it is possible that if the calling people are behind the camera or in other unseen places,
their gestures may be missed. To solve these issues, an omnidirectional camera is used in our second
experiment. We tested the proposed approach in video with different conditions from one person
to over four people that sit and walk around, and we obtained average classification accuracies of
around 86.2% for the first experiment and 85.3% for the second experiment. We validate our findings
using our experimental setup, which is composed of a humanoid robot (Aldebaran’s NAO) and an
i-Cart mini (T-frog) that carries the NAO humanoid and a webcam.

There are also some weakness of our current method now, the calling gesture detection
process is not real-time because detecting key-points is still computationally intensive, and the
system is affected by gaze detection accuracy. In multiple callers’ case at the same time, the robot
will move first detect first move.

45
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6.2 Future Work

We will improve the speed of key-point detection and the accuracy of gaze detection in the future.
We will extend our work to real-time processing in more complicated situations with a service
robot. Furthermore, we will add in the capability to use sound information when it is available in
conjunction with vision to enhance human-robot interaction. We expect that many service robot
systems will make effective use of the proposed system for human robot interaction.

The use of multiple GPUs for OpenPose can enhance the temporal performance of our
system. It can be extended for a more natural and cooperative experience be-tween humans and
robots. Multiple object detection, their localization in the scene and handling objects depending on
the elderly’s actions will be added in future work.
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