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Abstract

Automatically recognizing of human emotion is an interesting and chal-

lenging task with many applications such as human robot interaction, 
movie marketing, and more. Emotion analysis and recognition has be-

come an interesting topic of research among the computer vision research 
community, Human-Computer Interaction (HCI) and Human-Robot In-

teraction (HRI) is one of the interesting challenges in the community of 
human-computer interaction today to make computers be more human-

like for intelligent user interfaces. Emotion, one of the users affects, has 
been recognized as one of the most important ways of people to communi-

cate with each other. Given the importance and potential of the emotions, 
effective interfaces using the emotion of the human user are gradually more 
desirable in intelligent user interfaces such as Human-Robot Interactions. 
Thus, there has been much work on systems that identify emotional states. 
Human emotion recognition using facial expressions is a common approach 
and there are many researchers working in this direction. However, there 
are times when facial expressions can either be faked or hidden. That 
is, one’s “apparent emotions” from say, facial expressions may not be a 
reflection of one’s genuine “inner emotions”. Thus, other modalities such 
as physiological responses should be investigated for detecting and rec-

ognizing a person’s inner emotions. This thesis aims to build a practical 
system for detecting such emotions by observing physiological responses. 
We focus on sensing physiological changes through visual means using only 
conventional cameras, as this would not require specialized equipment.

As mentioned earlier, the computer vision community has made many

advancements in apparent emotion recognition through facial expressions.

On the other hand, the psychophysiology community has conducted sev-

eral studies on detecting and recognizing internal emotions using different

physiological channels. Recognition of emotion has been done using many

physiological signs such as heart rate change, eye movements, eye blinks,
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change in skin conductance, and change of skin temperature. Although

many different physiological signs are used, many researchers find that

cardiac activity is useful for emotion recognition. As a result, this the-

sis explores the use of cardiac activity for emotion recognition. However,

most past studies use electrocardiography (ECG) for reading cardiac ac-

tivity. ECGs are effective but have their limitations due to the need for

attached sensors and higher cost. To realize practical application system

for many real-world settings, we need a method that can sense cardiac

activity without requiring any wearable attachments or devices.

Fortunately, in recent years, remote photo plethysmography (PPG) al-

gorithms have received attention. These techniques allow one to read 
cardiac activity such as heart rates (HR) from conventional cameras by 
typically observing small changes in skin color over time. This thesis 
aims to use the sensed cardiac activity from remote PPG to detect and 
recognize emotions. Since remote PPG has been shown to work with con-

ventional cameras, our proposed approach has the benefit that cameras 
such as webcams, surveillance cameras, and cellphone cameras could be 
used. With the ability to see cardiac activity without contact sensors, 
we present a convenient system for detecting internal emotions. Like in 
the psychophysiology literature, we chose to evaluate our approach by 
recognizing emotional reactions to emotionally stimulating videos such as 
horror and comedy clips. In the first phase of our work, we showed video 
content to human subjects and collected HR data using an attached sensor 
(Fitbit) for three emotional states (normal resting, funny, and horror). We 
then confirmed that the average HR between normal resting states and the 
emotionally stimulated states exhibit a statistically significant difference.

The first phase of our work showed that HRs could be used to detect

changes in emotional state but did not explore the recognition of what

kinds of emotions were present. In the next phase of our work, we investi-

gated the feasibility of using cardiac pulse signals for recognizing different

emotional states (joy vs. fear) and how this compares with the use of

facial expressions. Specifically, we used the Open Face facial landmark

tracker to estimate the average facial action unit intensities for each sub-

ject on the 30 second segments in both the comedy and horror cases.In

this Thesis, we use a remote video based cardiac activity sensing technique
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to obtain physiological data to identify emotional states. We show that 
from the remotely sensed cardiac pulse patterns alone, emotional states 
can be differentiated. Specifically, we conducted an experimental study 
on recognizing the emotions of people watching video clips. We recorded 
all volunteers that all watched the same comedy and horror video clips 
and then we estimated their cardiac pulse signals from the video footage. 
From the cardiac pulse signal alone, we were able to classify whether the 
subjects were watching the comedy or horror video clip. We also com-

pare against classifying for the same task using facial action units and 
discuss how the two modalities compare. In experimental period all sub-

jects are watching two different kinds of emotional status changes video 
clips, like comedy and horror video clips. By using their pulse signal, we 
have analysis and tries to find their emotional status or emotional classi-

fication during watching the video clips. We have compared HR method 
with various types of wearable sensors and features, like Wii fit balanced 
board, pulse oximeter and GSR. Those wearable sensors are used to detect 
physiological signal.

In short, the two main contributions of this PhD thesis include sensing

emotional changes in humans and determining the effectiveness of emotion

recognition using only remote PPG sensed data relative to conventional

facial expression analysis. To our knowledge, we are one of the first to

bridge the gap between computer vision and psychophysiology through

presentation of a promising system for visual detection of internal emo-

tions.
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Chapter 1

Introduction

1.1 Internal Emotions

Human emotions are very important for human life, because it affect physiological and

psychological status of people. However, to detect human emotions status is little bit

challenging. A popular approach of identifying the emotion is from facial expressions,

because facial expressions convey very important symptom of emotions. In general,

people infer the emotional states of other people, such as joy, sadness, and anger, using

facial expressions. Many researchers work on this field for example, Cohen et al. [1]

proposed a method for facial expression recognition from video. They introduced a

Tree-Augmented-Naive Bayes (TAN) classifier that learns the dependencies between

facial features and they provide an algorithm for finding the best TAN structure. In

Zhang et al. [2] they propose a method of facial expression recognition based on local

binary patterns (LBP) and local Fisher discriminant analysis (LFDA). However, the

main limitation with facial expression recognition systems is that sometimes human

face is not show real emotions as shown in Figure 1.1.

In this work, we make the distinction between external and internal emotions.

External emotions are readily visible through facial expressions and there is a wealth

of work on this topic. But sometimes our emotions cannot show our face. This type

of emotions we called internal emotions.
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CHAPTER 1. INTRODUCTION

Figure 1.1: Sometimes human show fake emotion

Source: https://www.telegraph.co.uk/technology/apple/12088601/Apple-buys-company-

that-scans-your-face-to-read-emotions.html

1.2 Internal Emotion Recognition from Heart Rate

Sometimes our face may not show our internal or real emotions. That’s why we need

to know our internal or real emotions. When we know human internal emotions or

real emotions that means we know their real demands and acutely they want. Many

researchers work on emotion recognition from human physiological signal, that has

been a hot topic recent year. John Stern defined psychophysiology as “any research

in which the dependent variable (the subject’s response) is a physiological measure

and the independent variable (the factor manipulated by the experimenter) a be-

havioral one” [3].Moreover, it has also been reported that subjects have experienced

emotions, which were manifested through physiological responses without showing

any visible changes in facial expressions [18]. Indeed, emotions can be defined as a

mental state that occurs spontaneously without any conscious effort and accompanied

by physiological changes [18]. Many kinds of physiological signals have been applied

to emotion recognition, including electrocardiogram (ECG), galvanic skin response

(GSR), electroencephalogram (EEG), respiratory suspended particulate (RSP) blood

volume pulse (BVP) heart rate (HR), skin conductance level (SCL) and skin conduc-

tance response (SCR). These physiological signals, specially heart rate is very popular

for recognition emotions.

Many Researchers work for emotion recognition based on heart rate but they have

been using an electroencephalogram (ECG). There are many examples of work in this

2



CHAPTER 1. INTRODUCTION

area. For example, Kim et al. [3] reported an emotion recognition system with 78.4%

and 6l.8% accuracy for the recognition of 3 and 4 classes of emotions using ECG, skin

temperature variation, and electrodermal activity. Zong et al. [4] used 25 features

from ECG, electromyogram, skin conductivity (SC), and respiration changes by the

Hilbert-Huang transform to obtain 76% accuracy for 4 classes. Picard et al. [5] used

40 features from heart rate, muscle tension, temperature, and SC to get 81% recog-

nition accuracy on 8 classes. Guillaume et al. [6] obtained 80% recognition accuracy

on 3 classes using an electroencephalogram (EEG). These researchers reinforce the

finding that physiological changes primarily respond to emotion.

1.3 Heart Rate from Video

The ability to use conventional camera store motley measure heart rate (HR) would

open doors to many possibilities. For example, HR measurement using cameras could

provide emotion recognition system, which would be of great benefit to effective

computing in human-computer and human-robot interaction applications. Another

potential application would be in health monitoring. A networked camera system

could be set up in a nursing home to continually monitor patient health for the long

term without uncomfortable sensors. Real time monitoring of HR over web cam could

also be done by medical sectors. Video can represent emotions and be an emotion

inductor too.

In this paper we consider heart rate (HR) and its connection to emotional states.

However, conventional methods for measuring HR such as ECG or photoplethys-

mography (PPG) using optical sensors require the sensor to make physical contact

with the person and this can be inconvenient and uncomfortable for the person.

Fortunately, in controlled conditions it has been shown that it is possible to use a

conventional camera to remotely detect small changes in skin color due to a person’s

cardiac pulse [13]. Verkruysse et al. [11], found that conventional RGB cameras

such as the Canon Power shot can capture small changes in light absorption that

correspond well with the cardiac pulse. However, their tests were conducted under

controlled conditions. Later, several authors extended their work to account for more

realistic settings [7,10,12,13,15]. Thus, we use a video PPG method. Therefore, our

goal is to use the cardiac pulse signal (PPG signal) to perform emotion recognition.

So, what we do it that after estimating the final HR, we go back and identify all the

PPG signals that contributed to the final HR estimate. We then normalized each of

those PPG signals and compute their average. The final averaged PPG signal is then

3



CHAPTER 1. INTRODUCTION

used as the estimated cardiac signal. And we choose one that is robust to motion

and illumination changes [14]. This vision video-based method considers hemoglobin

effects on skin appearance along with the effects of illumination changes and selects

good local regions to use in cardiac signal extraction. To validate the use of remote

video HR estimation for internal emotion detection, we also compare against a wear-

able sensor. We show that our remote heart rate sensing framework, which uses only

a conventional camera, performs favorably in comparison. In addition, our proposed

approach has the benefit that commercial cameras are readily available so no special

sensors are needed. For example, web cams, surveillance cameras, and cellphone cam-

eras could be used. With the ability to see HR without contact sensors, we present a

convenient system for detecting internal emotions.

1.4 Organization of the Thesis

Chapter 2 - Interdisciplinary Background

The computer vision community has made many advancements in emotion recog-

nition through facial expressions. On the other hand, the psychophysiology com-

munity has conducted several studies on detecting and recognizing emotions using

different physiological channels. Fortunately, in recent years, remote photoplethys-

mography (PPG) algorithms has received attention. This chapter we talk about

cardiac activity from remote PPG to detect and recognize emotions.

Chapter 3 - Detecting Inner Emotions from Video Based Heart Rate

Sensing

In Chapter 3, A model is built for inner emotion detection. We use a video

PPG method and we chose one that is robust to motion and illumination changes.

We experiment to validate the use of remote video HR estimation for inner emotion

detection, we proposed an approach commercial camera are readily available so no

special sensors are needed. With the ability to see HR without contact sensors, we

present a convenient system for detecting inner emotions.

Chapter 4 - Classification of Emotions from Video Based Cardiac Pulse

Estimation

In this chapter, we have experiment what kind of video clips we have used. In

experimental period all subjects are watching two different kinds of emotional status

changes video clips, like comedy and horror video clips. By using their pulse signal,

we have analysis and tries to find their emotional status or emotional classification

during watching the video clips.

4



CHAPTER 1. INTRODUCTION

Chapter 5 - Video Method Data set and others feature Algorithm sys-

tem

To detect emotion recognition, uses of video method is not enough sometime. In

this chapter, we have compared HR method with various types of wearable sensors

and features, like Wii fit balanced board, pulse oximeter and GSR. Those wearable

sensors are used to detect physiological signal.

Chapter 6 – Conclusions

We conclude the thesis with a summary of the concepts and experiment design

human inner or real emotion recognition method and human-robot interaction system

for human future works and application.
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Chapter 2

Related Work

2.1 Emotion recognition from facial expression

Figure 2.1: Many researchers work on facial expression recognition

A popular approach is to identify emotion from facial expressions. the computer

vision community has made many advancements in apparent emotion recognition

through facial expressions. Facial expressions give important clues about emotions.

Therefore, several approaches have been proposed to classify human effective states.

Many researchers work on this field. Though there are methods to identify expressions

using machine learning and Artificial Intelligence techniques, this work attempts to

use deep learning and image classification method to recognize expressions and classify

the expressions according to the images. In contrast the paper focuses to survey
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CHAPTER 2. RELATED WORK

Deep learning techniques used for recognizing the emotions are conducted. Accuracy

rate of about 39% is achieved [42].This paper extends the deep Convolution Neural

Network (CNN) approach to facial expression recognition task. This task is done

by detecting the occurrence of facial Action Units (AUs) as a sub part of Facial

Action Coding System (FACS) which represents human emotion. In the CNN fully-

connected layers we employ a regularization method called “dropout” that proved

to be very effective to reduce overfitting. This research uses the extended Cohn

Kanade (CK+) dataset which is collected for facial expression recognition experiment.

The system performance gain average accuracy rate of 92.81%. The system has

been successfully classified eight basic emotion classes [43]. This paper analyzes the

strengths and the limitations of systems based only on facial expressions or acoustic

information. It also discusses two approaches used to fuse these two modalities:

decision level and feature level integration. Using a database recorded from an actress,

four emotions were classified: sadness, anger, happiness, and neutral state. Using

markers on her face, detailed facial motions were captured with motion capture, in

conjunction with simultaneous speech recordings. The results reveal that the system

based on facial expression gave better performance than the system based on just

acoustic information for the emotions considered [44]. For a complete review of recent

emotion recognition systems based on facial expression the readers are referred to

[48]. Masa proposed an emotion recognition system that uses the major directions of

specific facial muscles [47]. With 11 windows manually located in the face, the muscle

movements were extracted using optical flow. For classification, K-nearest neighbor

rule was used, with an accuracy of 80% with four emotions: happiness, anger, disgust

and surprise. Yacoob et al. proposed a similar method [50]. Instead of using facial

muscle actions, they built a dictionary to convert motions associated with edge of

the mouth, eyes and eyebrows, into a linguistic, per frame, mid-level representation.

They classified the six basic emotions using a rule-based system with 88% of accuracy.

Black et al. used parametric models to extract the shape and movements of the mouse,

eye and eyebrows [44]. They also built a mid- and high-level representation of facial

actions by using a similar approach employed in [50], with 89% of accuracy. Tian et al.

attempted to recognize Actions Units (AU), developed by Ekman and Friesen in 1978

[45], using permanent and transient facial features such as lip, nasolabial furrow and

wrinkles [49]. Geometrical models were used to locate the shapes and appearances

of these features. They achieved a 96% of accuracy. Essa et al. developed a system

that quantified facial movements based on parametric models of independent facial

muscle groups [46]. They modeled the face using an optical flow method coupled
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with geometric, physical and motion-based dynamic models. They generated spatial-

temporal templates that were used for emotion recognition. Without considering

sadness that was not included in their work, a recognition accuracy rate of 98% was

achieved.

2.2 Emotion recognition from other nonverbal be-

haviors

During everyday communication, especially face-to-face interaction, vocal and visible

behaviors are typically coordinated in ways that provide for their mutual performance.

When people talk, they also locate their bodies, assume various postures, direct their

eyes, perhaps move their hands, altogether behaving in ways that calls human non-

verbal behaviors. many researchers, working on using of human nonverbal behaviors.

Figure 2.2: Nonverbal Behaviors

Like Joann M. Montepare [75] explain how to digital technologies provide re-

searchers with new tools for exploring nonverbal components of interpersonal interac-

tions in digital environments. Yang, P et al [53] This paper examines the important

role intercultural nonverbal communication competence plays as intercultural respon-

siveness in the second language learning classroom. And implications for the second

language teachers are discussed. Vinciarelli and Mohammadi [54]talk about Non-

verbal communication is the main channel through which we experience internal life

8
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of others, including their emotions, feelings, moods, social attitudes, etc., for that

nonverbal communication can be used as a viable interface between computers and

some of the most important aspects of human psychology such as emotions and social

attitudes. But there are some cultural differences in nonverbal communication like

eye contact, Facial expression, gestures, touch, smell, posture those are expressions

are not same all countries. we must realize that we are all different in the way we

perceive the world and use this understanding as a guide to our communication with

others.

2.3 Emotion recognition from physiological mea-

sures

There are times when facial expressions can either be faked or hidden. Thus, other

modalities such as physiological responses should be investigated for detecting and

recognizing a person’s emotions. There are many physiological signals such as brain

activity, blood volume pulse, blood pressure, beart rate, skin conductance, skin tem-

perature and respiration. The analysis of physiological signal is a possible approach

for emotion recognition [7]. Thus, several types of physiological signals have been

used to measure emotions, based on the recordings of electrical signals produced by

the brain (EEG), the muscles (EMG) and the heart (ECG). These indications in-

clude signals derived from the Autonomic Nervous System (ANS) of the human body

fear, for example, increases heartbeat and respiration rate [36]. The Electromyo-

gram (EMG) that measures muscle activity, the Electrocardiogram (EKG or ECG)

that measures heart activity, Electrodermal Activity (EDA) that measures electrical

conductivity that is in charge of organs such as sweat glands on the skin, the Elec-

trooculogram (EOG) that measures eye movement, and the Electroencephalogram

(EEG) [36] .Emotion recognition from physiological signals can help people with im-

pairments in social interaction, communication and developmental disorders. And

there have so many wearable sensors or devices using for detect human physiological

signal. As figure 2.3 shown in various types of wearable sensors.
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Figure 2.3: There are many types of wearable sensors using for Physiological changes

2.4 Application of emotion recognition: Human

Computer Interaction and Human-Robot In-

teraction

Automatic recognition of emotions in humans is a challenging task with many appli-

cations such as human robot interaction, movie marketing, and more. Thus, there has

been much work on systems that identify emotional states. Among these areas, the

most common application is human computer interaction (HCI). Automatically rec-

ognizing human emotion is an interesting and challenging problem. Emotion analysis

and recognition has become an interesting topic of research among the computer vi-

sion research community, HCI (human computer interaction) and HRI (human robot

interaction). One of the interesting challenges in the community of human-computer

interaction today is how to make computers be more human-like for intelligent user

interfaces. Emotion, one of the users affects, has been recognized as one of the most

important ways of people to communicate with each other. Given the importance

and potential of the emotions, effective interfaces using the emotion of the human

user are gradually more desirable in intelligent user interfaces such as human robot

interactions. To make it easier and more natural to interact with robots, people put
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forward new demands to human robot interaction (HRI). It is hoped that robots can

recognize human’s facial expressions, understand emotions and give appropriate re-

sponse. Emotional intelligence robots have attracted great attention in recent years.

There are only a few intelligent service systems with emotion. A large body of work

in the field of human-robot interaction many researchers have investigated anticipa-

tory robot control through various methods including: monitoring the behaviors of

human partners using eye tracking, making inferences about human task intent, and

proactive action on the part of the robot. The studies revealed that the anticipa-

tory control helped users perform tasks faster than with reactive control alone. A

common approach to program social cues into robots is to first study human-human

behaviors and then transfer the learning. These studies have revealed that maintain-

ing a shared representation of the task is crucial for accomplishing tasks in groups

[59]. Similarly, researchers have studied the aspect of human-human handovers with

household scenarios like passing dining plates in order to enable an adaptive control

of the same in human-robot handovers [69]. Most recently, researchers have studied

a system that automatically distributes assembly tasks among co-located workers to

improve coordination [70]. The application areas of human-robot interaction include

robotic technologies that are used by humans for industry, medicine, and companion-

ship, among other purposes. Industrial have been implemented to collaborate with

humans to perform industrial manufacturing tasks. While humans have the flexibil-

ity and the intelligence to consider different approaches to solve the problem, choose

the best option among all choices, and then command robots to perform assigned

tasks, robots can be more precise and more consistent in performing repetitive and

dangerous work [71]. Emotion detection is also being used in medical applications.

A rehabilitation robot is an example of a robot-aided system implemented in health

care. This type of robot would aid stroke survivors or individuals with neurologi-

cal impairment to recover their hand and finger movements[72,73]. In the past few

decades, the idea of how human and robot interact with each other is one factor that

has been widely considered in the design of rehabilitation robots [73]. Charles Darwin

was one of the first scientists to recognize that facial expression is one of the most

powerful and immediate means for human beings to communicate their emotions,

intentions, and opinions to each other. In addition to providing information about

effective state, facial expressions also provide information about cognitive state, such

as interest, boredom, confusion, and stress, and conversational signals with infor-

mation about speech emphasis and syntax. Several ground breaking systems have

appeared in the computer vision literature for automatic facial expression recognition
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[74.75]. Automated systems will have a tremendous impact on basic research by mak-

ing facial expression measurement more accessible as a behavioral measure, and by

providing data on the dynamics of facial behavior at a resolution that was previously

unavailable. Computer systems with this capability have a wide range of applications

in basic and applied research areas, including man-machine communication, security,

law enforcement, psychiatry, education, and telecommunications.

Figure 2.4: Application of HCI and HRI

Emotion recognition can be used in many sectors: Emotion recognition can be

used in Health Care. An industry that’s taking advantage of this technology is health

care, with AI-powered recognition software helping to decide when patients necessi-

tate medicine or to help physicians determine who to see first. Emotion recognition

can be also used in automotive industry. The automotive industry is also applying

emotion recognition technology, as car manufacturers around the world are increas-

ingly focusing on making cars more personal and safer for people to drive. The latter

is a chiefly attention-grabbing area and one that various companies have by now taken

steps in testing and researching. In their pursuit to build more smart car features,

it makes sense for car manufacturers to use AI to help them understand the human
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emotions. Using facial emotion detection smart cars can alert the driver when he is

feeling drowsy. Emotion recognition can be used in video game testing. Video games

are designed with a specific target audience in mind and aim to evoke a behavior and

set of emotions from the users. During the testing phase, users are asked to play the

game for a given period and their feedback is incorporated to make the final product.

Using facial emotion recognition can aid in understanding which emotions a user is

experiencing in real-time as he or she is playing without analyzing the complete video

manually [59].

2.5 Chapter Summary

This chapter presented different ways to emotion recognition. It focused emotion

recognition systems based on facial expression, various types of nonverbal behaviors,

and physiological signals Emotion recognition has possibility of various applications

in HCI and HRI.
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Chapter 3

Detecting Internal Emotions from
Video Based Heart Rate Sensing

3.1 Estimating Heart Rates from Video

Figure 3.1: Estimating Heart Rates from Video

Human heart rate can be indicative of his/ her stress, fitness, activity level etc.

Cardiac pulse is typically measured by electrocardiogram (ECG). But in that way,

patients need to wear chest straps with adhesive gel patches. Most of the cases that
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can be uncomfortable and abrasive for the user. Heart rate may also be monitored

using pulse oximetry sensors by wearing fingertip or earlobe. These sensors are not

convenient for all the time and need long-term wear and the pressure can become

uncomfortable over time. Moreover, discomforts of traditional pulse measurement

devices, can damage the fragile skin of premature newborns or elderly people. So,

a non-contact or wireless way of detecting pulse could be very beneficial and user

friendly. A Non-contact or wireless heart rate measurement through a traditional

camera, simple web cam or phone camera would also aid to telemedicine and allow

the large number of people to track their heart rate without purchasing special equip-

ment. As part of the recent gain in popularity of fitness apps and the quantified self,

regular non-obtrusive monitoring through a computer or phone camera may help de-

tect changes in a person’s heart rate over time and indicate changing health or fitness.

Heart rate can be detected without contact through photo-plethysmograpy (PPG),

which measures variations in blood volume by detecting changes in light reflection or

transmission throughout the cardiovascular pulse cycle. PPG is usually performed

with dedicated light sources with red or infrared wavelengths, as is the case for pulse

oximetry sensors [ 59]. Verkruysse et al. showed that the plethysmographic signal

could also be detected in video from a regular color camera [13]. They found that

the signal could be detected within the red, green, and blue channels of color video

of exposed skin, but that it was strongest in the green channel, which corresponds to

the fact that hemoglobin has absorption peaks for green and yellow light wavelengths.

They also found that the signal could be detected in multiple locations on the body,

it was strongest on the face, especially on the forehead. Although the plethysmo-

graphic signal may be detected in the raw color channel data, it is mixed in with

other sources of color variation such as changes in ambient light or motion. Poh et

al. found that the signal could be better extracted by using independent component

analysis (ICA) to separate independent source signals from the mixed color signals

[15]. Other studies have shown that color changes in the face due to pulse may be

magnified by amplifying small changes between video frames [11], and that heart rate

can be detected through vertical head motion in addition to color changes [23]. Al-

though these are interesting new developments in this space, they are less practical

for daily or medical use as the former is more for visualization than quantification,

and the latter requires the subject to remain very still for accurate measurements. In

this paper, we explore an approach for heart rate detection using RGB color changes

in video of faces like that done by Poh et al. [15]. This thesis paper we also using the

video camera to recognition estimate pulse signal (Figure 3.1).
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3.2 Video PPG Algorithm for Estimating Heart

Rate

In recent years, there have been interesting developments in estimating HR from

video such as observing very small movements of the head. Balakrishnan et al. [23],

exploited subtle head oscillations that accompany the cardiac cycle to extract infor-

mation about cardiac activity from videos. In addition to providing an unobtrusive

way of measuring HR, the method can be used to extract other clinically useful in-

formation about cardiac activity, such as the subtle changes in the length of heart

beats that are associated with the health of the autonomic nervous system. However,

the most common approach is still to consider minute changes in skin color. This

approach to reading HR is based on the well-known PPG technique whereby a pulse

oximeter contacts skin, illuminates it, and the changes in light absorption due to

cardiac pulse is observed. In the case of remote video-based PPG, it has been found

that consumer grade cameras (e.g. Canon Power shot) can capture small changes in

light absorption (color) that correspond well with the cardiac pulse [13]. Later, this

work was extended to account for more realistic imaging conditions [12,14,15,16,17].

These approaches have different pros and cons. In our work, we choose to employ

the method by Lam and Kuno [14] because it was designed to address the issue of

changing illumination (a problem that can adversely affect color-based HR estima-

tion). This is because our work here involves estimating people’s emotional responses

to video stimuli on a screen.

For completeness, we briefly summarize the method of Lam and Kuno [14]. The

basic model employed assumes skin to consist of two components, hemoglobin, where

light absorption is influenced by cardiac activity, and pigments not immediately in-

fluenced by cardiac activity such as melanin. Formally, this model expresses the pixel

value for a single channel camera of a given point I on skin at time t as

I(t) = amal(t)

∫
Rm(λ)L(λ, t)C(λ)dλ+ ah(t)al(t)

∫
rhL(λ, t)L(λ, t)Ck(λ)dλ (3.1)

where Rm(λ) Rh(λ) are the normalized reflection spectra of the melanin and

hemoglobin pigments at wavelength λ,respectively,L(λ, t) is the normalized light source

spectrum at wavelength λ and time t. Similarly, C(λ) is the camera’s spectral re-

sponse. The a terms are constants for scaling the different spectra inside the integra-

tion.For example, al(t) scales the light spectrum L(λ, t) at time t and a h(t) scales
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Rh(λ, t) at time t. The integration sum over the range of wavelengths λ the camera

response C(λ) is sensitive to.

Figure 3.2: Basic Flow of the Video PPG Algorithm for Estimating Heart Rate

We can see from Equation 3.1 that if the light source spectrum (e.g. from a

video display) changes colors over time, this affects the amount of light at different

wavelengths. This in turn, is reflected by the melanin and hemoglobin pigments

differently. Thus, the observed color changes in skin can be thought of as a mixture

of two signals. It is well-known that techniques such as Independent Components

Analysis (ICA) can be used to perform linear blind source separation (BSS) of signals.

Thus, these findings suggest we should be able to take two points on a person’s face,

obtain the pixel traces of those points, and treating them as signals, apply ICA to

separate the melanin and hemoglobin influenced color changes. With the hemoglobin

part of the color changes determined, we should be able to calculate the HR. However,

our HR method showed that not all pairs of skin surface points could be subjected

to ICA for linear BSS. For example, if two skin points were illuminated by different

colors, the melanin at the different skin points could reflect very different colors

and thus linear BSS would not be applicable. However, provided the two points are

illuminated by the same color spectrum (even at different brightness) and the ratios of

melanin to hemoglobin between the two skin points are different, ICA can be used to

effectively separate out the hemoglobin portion of the signal. Since appropriate skin

point pairs are not known a priori, they opted to randomly test using ICA on different

pairs of points of the face and observe the histogram of estimated HRs. Then the most

common HR in the histogram was used as the final estimate of the HR. The intuition

is that randomly chosen point pairs that to satisfy the conditions for linear BSS should

consistently give the same HR estimate from the separated hemoglobin portion of the
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signal. On the other hand, point pairs that violate the conditions for linear BSS

should give less consistent HR estimates. As a result, performing a majority vote on

the many determined HRs from random point pairs should give a robust estimate for

a single final HR. See Figure 1.2 for the basic flow of the algorithm.With a robust

algorithm for estimating HR in the presence of illumination changes (referred to as

the Vision Based Video Method, VBVM), we proceed to determine whether it can be

used for determining the emotional states of people watching real-world videos. This

is done in comparison to a commonly available wearable sensor, namely the Fitbit.

3.3 Detect Internal Emotion from Video Vision

Based

Figure 3.3: Using Video Camera for Emotion detection

Now a days, it is very popular to detect human’s facial expression and emotion

recognition from videos cameras. Using camera detect face very popular now (Fig

3.3). Many researchers already work on this field. Many real time applications

based on human computer interaction systems are used to track the human activities

from the videos. This system is realizing and tracking the human face expression
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and emotions recognition from the video streaming with an objective of different.

However, before going to discuss about it more precisely, first we introduce about

needs of facial emotion and expression recognition.

In human-to-human conversation, the sound of mental, emotional, and even phys-

ical state is used in conversations about important information in addition to pro-

nounce a communication channel and facial expressions is the notion of a persons

facial expressions in its simplest form is a more subtle happy or angry thoughts [61],

feelings or absorption of all speaker expectation from listeners, sympathy, or even

what the speaker is saying no signal can provide to computing background, bring

our everyday human user to remain at the forefront in the fabric will move to ab-

sorb that predict a generally establishment [62]. Recognition of emotions from facial

expressions using videos consists of preprocessing, feature pulling out and division.

Importance of facial expression system is widely recognized in social interaction and

social intelligence system analysis is an active research topic since the 19th century.

Suwa ET was introduced facial expression recognition in 1978 Al. creating a facial

expression recognition system the main point of face detection and alignment Feature

extraction and classification, image standardization [63]. Using this method can iden-

tify facial expressions match there to recognize that there are four types of expression

[64]. Facial expression to recognize the first type uses emotion s speed. The second

type of optical flow using facial expression to identify an image frame is the third

Type facial expression to recognize the active shape model to use. The fourth type

neural networks [65] using facial expression to recognize face a complex multidimen-

sional view. Model and to develop a model for face recognition is hard work. Face

detection there are available several types of different condition database (expression,

Lights, etc.) with a different face [66].

Emotion recognition has become an important and interesting field of study in

Human- Computer Interaction (HCI), Human Robot Interaction (HRI), etc. The six

basic emotions are, sickening, happy, fear, anger sad and surprise. Computer graphics,

automatic driver fatigue detection, 3D or 4D avatars animation in the entertainment

industries, psychology, video & amp; text chat and gaming applications are include in

diverse applications.[60]. However, there are very less concentration on inner emotion

or real emotions recognition. as we know that human face always not show their

real expression. Sometimes human can be able to hide their emotions or show fake

emotions. So that it was very important to take the attention about the human

inner emotion detection. In this chapter we work on detection human inner emotions

using only video camera. We proposed by using our vision-based video method to
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estimate cardiac pulse signals and recognize emotion from the pulses. We show that

from the cardiac pulses itself, we can be able to determine the type of video (comedy

vs. horror) while the human (subject) watching. As shown (Fig 3.3) when subject

watching video his facial expression remains same but by analyzing their pulse signal,

we find their emotional status has changed. Next experimental part we discuss in

details.

Figure 3.4: Getting cardiac pulse signal

3.4 Experimental Analysis and Result

For this study, we make an experiment flowchart (Fig 3.4). 40 undergraduate and

postgraduate engineering students from Saitama University were recruited for data

collection. The participant’s ages ranged from 20 to 25 years old and there were 25

males and 15 females. They were all Asian descent and in sound health. The exper-

iment consisted of three parts. In the first part, we measured the human subject’s

resting HR for 1 minute. Then using a Sony 4K FDR- AX30 camera, we recorded

29 FPS videos of each subject’s face for 4 minutes while the subject watched a funny

video. After that, we recorded the subject for 4 minutes while he/she watched a
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Figure 3.5: Experiment design

horror video clip. In all cases, we determined the average HR for each minute of the

viewing sessions.

We should briefly discuss our choice in using the Fitbit sensor (Fig 3.5). Concern-

ing commercial wearable sensors, there are many on the market. Generally, compa-

nies display advertising for these kinds of products and depict them as beneficial, user

friendly, and accurate but it is important of consider the research literature to objec-

tively determine their usefulness. Kaewkannate et al. [18] in their paper summarizes

and compares wearable fitness devices. In addition, Evenson et al. [19] proposed

summarizing the evidence for validity and reliability of the most popular consumer-

wearable activity trackers. Among a variety of trackers on the market, approximately

3.3 million were sold between April 2013 to March 2014, with 96% of the sensors

made by Fitbit (67%), Jawbone (18%), and Nike (11%) [19]. In their meta-study,

they reported that the Fitbit was often found to have high reliability for monitoring

steps, energy expenditure, and sleep in some Fitbit models but that none were re-

ported for the Jawbone. Due to the better understood performance characteristics of

the Fitbit for various monitoring tasks, we also chose to use the Fitbit. In addition,

internal studies by Fitbit report their trackers are 95-97% accurate.
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Figure 3.6: Experiment’s setup for measuring heart rate during watching video clips.

3.4.1 Result for Single Subject

Here we show an analysis of Vision Based Video Method (VBVM) HR estimation

and wearable sensor HR from funny and horror video clips. We compare the HR data

from VBVM and the wearable sensor (Fitbit). We found that the two methods give

us similar results from two emotional situations. In fact, the two methods had HR

estimates with a correlation of 0.90 (Figure 3.6 and Figure 3.7) also shows the mean

HRs (over the entire viewing session for each subject) for the VBVM and wearable

sensor are consistent across different subjects. Thus, the VBVM provides comparable

performance to the wearable sensor.

We collected all subjects’ HR data using VBVM and the wearable sensor (Fitbit).

We observed them while they watched video clips (funny and horror) and compared

their resting HRs with their HRs while viewing the videos (taken as the maximum

between the two to three-minute points in each viewing session because these were

the most emotionally stimulating parts). In addition, Figure 3.8 shows t-test results

for various cases. These tests compare the HRs during emotional stimulation relative

to the mean resting HR (69 ± 5.78 BPM) of the subjects. All the p-values of these
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Figure 3.7: Correlation of the VBVM and Wearable sensor

tests show clear statistical significance indicating that when emotionally stimulated,

people do experience increased HRs. Both the VBVM and wearable sensor pick up

these changes in HRs reliably.

Fig 3.8 shows the bar graphs of the resting, funny, and horror cases for both VBVM

and the wearable sensor data. From the diagram, we see that the HR increases by

about 22%-26% and for the funny video case and 18%-19% for the horror video case.

The HR for the funny video case is typically higher than the horror video case for

both VBVM and the wearable sensor.

3.4.2 Result for Multiple Subjects

We now present a demonstration of our system measuring the HR of multiple human

subjects in our lab. In this demonstration, we used a funny video clip in English. We

selected three subjects for the demonstration. We then recorded the three subjects

watching the video clip. The video was then used to estimate their HRs over 12

minutes and the plot of these HRs can be seen in. The average HRs for subjects A,

B, and C were estimated at 74, 77, and 70 respectively, which is within the normal

range of HRs. We can also see from Figure 3.6, that in some parts of the viewing
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Figure 3.8: Sample mean heart rates for 20 subjects from the viewing sessions.

session, the HRs increased and decreased at the same times. However, since these

subjects had varying levels of English comprehension, we believe there were some

differences in their appreciation of the humor, which would result in some differences

in HR changes over the session between the subjects. In future work, we will consider

videos in languages more suited to the human subject being tested.

We also note that Subject B (the middle person in Figure 3.9) did not show much

change in facial expressions. However, we see from Figure 3.10, that his HR had the

most variability. Subject A and Subject C showed smiling faces but their HRs had less

changes. From this demonstration, we can see an example of how facial expressions

may not always indicate genuine emotions. But physiological responses such as HR

can reveal a person’s hidden emotional responses.

3.5 Conclusion

In this chapter, we collected HR data for three emotional states (normal resting,

funny, and horror) and performed a statistical analysis of the results. The HR data

received using the VBVM is strongly correlated with the wearable sensor ground

truth data. Moreover, our experiments results show that the HRs for the funny clips

increase approximately 24.04% and there is a 19.06% rise for horror clips. We were

able to detect emotional state changes from HR. Our method has some limitations

like extreme changes in illumination and rapid motion that affect accuracy. In the

future, we will resolve these problems to improve our system performance. Another

interesting line of future work is that we will develop an approach to automatically

decide whether a person has experienced inner emotional change. The current work

here establishes the ground work by statistically verifying the feasibility of the basic

sensors used in our framework but we currently have no automated way to decide if
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Figure 3.9: Average HR bar graphs of the Resting, Funny, and Horror cases.

someone is reacting to emotional stimuli. (For example, a Support Vector Machine or

other machine learning technique could be used to take in various HR data and classify

people’s reactions.) Moreover, we will account for additional emotional states like

sadness, anger, and frustration. Differentiating between the various types of emotions

will likely require some form of detailed subtle facial expression analysis but detecting

changes in HR would still be needed to indicate the presence of emotional stimulation

as a first step. We also plan to continue our work to evaluating multiple people at the

same time (as is done in the demonstration at the end of the paper). This would be

particularly interesting as we could then observe the emotional reactions of audience

members in movie screenings. This would be useful for pilot screenings so that movie

producers could adjust content to improve the quality of movies. An interesting idea

might even be to have a system that could adaptability alter the movie’s content based

on the sensed emotions in order to enhance the emotional experience of watching a

movie. In addition, we will also investigate using the cardiac PPG signal itself and

computing metrics such as HR variability, which is known to also be a good indicator

of emotional change. It would be interesting to see if observing the continuous changes

in the cardiac PPG signal itself could provide even more information about a person’s
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Figure 3.10: Measuring heart rate during viewing of video clips for three different
subjects. From left to right, subjects A, B, and C.

emotional state.

3.6 Chapter Summery

This chapter we presented measurement heart rate from video. we use a remote

video-based heart rate sensing technique to obtain physiological data that provides an

indication of a person’s inner emotions. This method allows for contact-less estimates

of heart rate data while the subject is watching emotionally stimulating video clips.

We also compare against a wearable heart rate sensor to validate the usefulness of

the proposed remote heart rate reading framework. We found that the reading of

heart rates of a subject effectively detects the inner emotional reactions of human

subjects while they were watching funny and horror videos—despite little to no facial

expressions at times. This chapter show that maybe it possible we can be use HR

from video can be used to estimate inner emotions.
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Figure 3.11: Comparison between Heart Rate Data for Three Subjects
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Chapter 4

Classification of Emotions from
Video Based Cardiac Pulse
Estimation

In this chapter, we propose using our vision-based video method to estimate cardiac

pulse signals (as opposed to only the heart rate) and recognize emotion from the

pulses. We show that from the cardiac pulses alone, we can determine the type of

video (comedy vs. horror) the human subjects are watching. We also compare our

approach with a method using facial action units for emotion recognition.

Figure 4.1: Different types of emotion

We modify the heart rate measurement method so that it can estimate heart

pulse signals. Then, we develop a recognition method using support vector machine
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(SVM) and principal component analysis (PCA). we conduct an experimental study a

recognition emotion when people watching video clips.After watching different types

of movie there inner feeling or emotion possibility to changes but looking their facial

expression sometimes is very difficult know their emotion or feeling change or not. In

this part we try to classifying their emotions when they watching video clips. For this

purpose, this part we using support vector machine (SVM) and Principal Component

Analysis (PCA) to classifying inner emotions.

4.1 Estimating Heart Pulse from Video

The method described in section 3.2, extracts heart pulse signals by using ICA and

then estimate the heart rate from them. We cannot recognize emotion from heart

rate alone. We use the heart pulse signals for this purpose.to do this, we need more

precise signal estimation method. In the original method, we use small square patches.

Such square patches may not be always on the same face surface positions because

the face may move. Thus, we detect facial landmarks obtained by face indicate the

method, reference to detect landmarks and use Delaunay Triangulation using these

landmarks. We measure the average intensity in each triangle and use the data for

ICA. In addition, like Lam et al. [27], we also employ the RGB channel weighting

scheme proposed by Haan and Jeanne [28]. Here our goal is to use the cardiac pulse

signal (PPG signal) to perform emotion recognition. So, after estimating the final

HR, we go back and identify all the PPG signals that contributed to the final HR

estimate. We then normalized each of those PPG signals and compute their average.

The final averaged PPG signal is then used as the estimated cardiac signal.

4.2 Classification Method

In this work, we try to understand the emotional information in facial action units

and pulse signals for the emotional states (happy and scary) using our method. In

works related to emotion recognition using physiological signals, acquiring emotional

physiological data is challenging because of the subjective nature of emotions and

cognitive dependence of physiological signals. Researchers have used different meth-

ods to elicit the target emotions such as visually showing images, using audio media

such as music, and audio-visual stimuli in the form of short film video clips. In this

work, emotions were induced by using short video clips. Twenty-six subjects in the

aged 20-25 years old participated in our study to rate the emotions they experienced
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while watching the video clips. They were all Asian descent and in sound health.

We recorded videos of each subject’s face for a total of 10 minutes while the subject

watched movie video clips. In each video segment, the first 5 minutes, they watched

a horror video clip. A wearable heart rate sensor (Fitbit) was also used for simple

verification of their general cardiac responses. After collecting our videos, we chose

30 seconds of the videos where the peak emotional responses would be expected. For

example, in the case of comedy, we chose the 30 second segment of the video with the

punchline for the joke. In the case of horror, we chose the 30 second segment with the

scariest part of the video. Figure 4.4 shows sample screen shots from the videos of the

subjects and their estimated cardiac pulses [23]. We also used Open Face to obtain

intensities for 17 facial action units for each frame in the videos we analyzed. These

facial action units were obtained to use as a means of comparison between our car-

diac based approach and a facial expression-based approach. For each 30 second clip,

we determined the average intensity of each facial action unit resulting in 17 values

associated with each 30 second video segment to be used for emotion recognition.

Figure 4.2: Diagram of classification inner emotion
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4.3 Using Support Vector Machine (SVM) and Prin-

cipal component analysis (PCA) for Classifica-

tion

Figure 4.3: For Classification use the SVM and PCA

4.3.1 Using Support Vector Machine (SVM) for emotion clas-
sification

We use a support vector machine to recognize emotion on the ICA compressed data.

A Support Vector Machine (SVM) is a discriminative classifier formally defined by

a separating hyper plane. In other words, given labeled training data (supervised

learning), the algorithm outputs an optimal hyper plane which categorizes new ex-

amples. In two-dimensional space this hyper plane is a line dividing a plane in two

parts where in each class lay in either side. We present results on emotion classifica-

tion using remotely estimated cardiac pulse signals from RGB video. We then used

a linear SVM to train a model based on ground truth labels of the video clip’s genre.

In order to evaluate generalization performance, we performed leave-one-out cross-

validation on our dataset, which consists of 26 instances of reactions to horror and 26

reactions to comedy. Thus, in each leave-one-out cross-validation test, 51 instances
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were used for training and 1 instance was used for testing. The average accuracy was

then determined.

4.3.2 Principal component analysis (PCA)

Principal component analysis (PCA) is a technique used for identification of a smaller

number of uncorrelated variables known as principal components from a larger set of

data. The technique is widely used to emphasize variation and capture strong patterns

in a data set. principal component analysis is a tool used in predictive models and

exploratory data analysis according to the Wikipedia. Principal component analysis

is considered a useful statistical method and used in fields such as image compression,

face recognition, neuroscience and computer graphics. We also compare against using

17 facial action units to classify emotional response. In order to classify emotional

responses, we took each of the 900-dimensional cardiac pulse signals and treated them

as vectors. For the case of facial action units, we also performed the same tests. In

addition, we decided to test preprocessing our data using PCA (mainly because of

the high dimensionality of the cardiac pulse signals). We chose to project both the

cardiac pulse signals and facial action units onto their respective eigenvectors such

that 90% of the variance would be retained.

4.3.3 Using Support Vector Machine (SVM) for emotion clas-
sification

We use a support vector machine to recognize emotion on the ICA compressed data.

A Support Vector Machine (SVM) is a discriminative classifier formally defined by a

separating hyperplane. In other words, given labeled training data (supervised learn-

ing), the algorithm outputs an optimal hyperplane which categorizes new examples.

In two-dimensional space this hyperplane is a line dividing a plane in two parts where

in each class lay in either side. We present results on emotion classification using

remotely estimated cardiac pulse signals from RGB video. We then used a linear

SVM to train a model based on ground truth labels of the video clip’s genre.

4.4 Experiment

In this section, we present results on emotion classification using remotely estimated

cardiac pulse signals from RGB video. In each case, the video viewing sessions lasted

about 30 seconds and the videos were captured at about 30 FPS. This would imply
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Figure 4.4: Find the different kind of pulse signal for same facial expression

that each cardiac pulse signal would result in 900 dimensions as there would be 900

frames per viewing session. Since the timings were not exact, some of the estimated

cardiac pulse signals had slightly more than 900 dimensions. For example, 905 di-

mensions. We chose to simply discard the small number of extra dimensions so that

all cardiac pulse signals would consist of exactly 900 dimensions. We also compare

against using 17 facial action units to classify emotional response. Our classification

task is to determine which genre of video the subject watched. In the case of the hor-

ror clip, we expect most people would experience fear and in the case of the comedy

clip, we expect people would experience a combination of joy and happiness.

Thus, if we can classify the genre of video the human subject watched, we es-

sentially classify their emotional reaction. In order to classify emotional responses,

we took each of the 900-dimensional cardiac pulse signals and treated them as vec-

tors. We then used a linear SVM to train a model based on ground truth labels

of the video clip’s genre. In order to evaluate generalization performance, we per-

formed leave-one-out cross-validation on our dataset, which consists of 26 instances
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of reactions to horror and 26 reactions to comedy. Thus, in each leave-one-out cross-

validation test, 51 instances were used for training and 1 instance was used for testing.

The average accuracy was then determined. For the case of facial action units, we

also performed the same tests. In addition, we decided to test preprocessing our data

using PCA (mainly because of the high dimensionality of the cardiac pulse signals).

We chose to project both the cardiac pulse signals and facial action units onto their

respective eigen vectors such that 90% of the variance would be retained. The results

can be seen in Table 4.1.

Table 4. 1 Leave One Out Cross-Validation Results. We used linear SVMs to learn

the classifiers in all cases. The term Video PPG denotes the cases where remotely

estimated cardiac pulse signals from RGB video were used as the features for learning.

Without using PCA to reduce dimensionality, we see that video PPG results are

negatively impacted. With PCA, the results are not as good as in the case with facial

action units but our proposed approach has the advantage that not relying on facial

features, the emotional responses cannot be as easily faked.

Table 4.1: We used linear SVMs to learn the classifiers in all cases

Feature Type Leave One Out Cross-Validation
Accuracy

Linear SVM with Video PPG 65.4%

Linear SVM with Video PPG (PCA) 67.3%

Linear SVM with Facial Action Units 76.9%

Linear SVM with Facial Action Units (PCA) 78.8%

In Table 4.1, we see from the “Video PPG” results that emotional reactions can be

classified from remotely sensed cardiac activity alone. Furthermore, the cardiac pulse

signals were estimated from a conventional RGB camera so no special equipment was

required. From the first row’s result labeled, “Linear SVM with Video PPG”, we

see that the result gives a 65.4% accuracy. Since the dimensionality of the cardiac

pulses was high (900 dimensions), we also decided to test using PCA to reduce the

dimensionality of the cardiac pulse signals. We chose to project the cardiac pulse

data onto eigen vectors such that 90% of the variance would be retained and then

test again using Linear SVMs. We found that doing so did increase the accuracy to

67.3%. In the case of facial action units, we used 17 features and found that the
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leave one out cross-validation accuracy without PCA resulted in a 76.9% accuracy

and with PCA, 78.8%. These classification results are better than our proposed

cardiac-based classification approach. However, we believe this is because we did not

instruct the participants to hide their genuine emotions. As a result, our dataset was

unfortunately not ideal for illustrating the effects of faked emotions on facial action

unit-based emotion recognition. Despite this setback, we did find that our “Video

PPG” based approach is able to recognize emotional reactions with reasonably good

performance. The major advantage of our approach is that since we do not rely on

facial expressions, the emotional reactions we detect cannot be easily faked. This is

because our sensing is based on physiological reactions.

4.5 Conclusion

We have presented an approach to emotion recognition that is based on physiological

responses rather than facial expressions. As a result, the emotions we detect can-

not be easily faked. In addition, these cardiac pulse signals were entirely estimated

from videos captured by a conventional RGB camera and so no special equipment

is required. Essentially, we can realize a system that operates completely using only

computer vision techniques. we conducted an experimental study on recognizing the

emotions of people watching video clips. We recorded every subject; all watched the

same comedy and horror video clips and then we estimated their cardiac pulse signals

from the video footage. From the cardiac pulse signal alone, we were able to classify

whether the subjects were watching the comedy or horror video clip. We also com-

pare against classifying for the same task using facial action units and discuss how

the two modalities compare. A drawback of the current study is that our dataset

does not have human subjects that intentionally tried to fake their emotions and so

it was not ideal for our tests. However, we were able to show that even with a naive

approach like taking the estimated cardiac pulse signals, performing dimensionality

reduction using PCA, and then leaning via linear SVM, we achieved surprisingly good

accuracy. In the future, we will continue to investigate better ways to extract the

relevant features from the cardiac pulse signals to improve accuracy. Given the fact

that our system only requires a conventional RGB camera, it would be interesting to

explore various applications in effective computing in the future.
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Table 4.2: These are some dada set video clips subjects emotions

Clip Id Emotion Clip Names Video Clip Sources
1 FL1 Avi.003 Funny baby Horror Clips

(YouTube)

2 FL1 Avi.050 Funny baby Horror Clips
(YouTube)

3 FL1 Avi.004 Funny baby Horror Clips
(YouTube)

4 FL1 Avi.070 Funny baby Horror Clips
(YouTube)

5 FL1 Avi.035 Funny baby Horror Clips
(YouTube)

6 FL1 Avi.041 Funny baby Horror Clips
(YouTube)

7 FL1 Avi.005 Funny baby Horror Clips
(YouTube)

4.6 Chapter Summery

We modify the heart rate measurement method using video so that we can obtain

heart pulse signals. Then we develop an emotion classification method from the heart

pulse signals. This chapter shows a possibility of recognizing human emotions from

video.
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Chapter 5

Hidden Emotion Detection Video
method and others Feature
comparison

Emotion recognition is an important research topic. Physiological signals seem to be

way for emotion recognition and now a days to possible that wearable sensors are

required to collect these data. Therefore, wearable sensors are commonly used while

the number of wearable devices including similar physiological sensors is growing up.

Many studies have been completed to evaluate the signal quality obtained by these

sensors but without focusing on their emotion recognition capabilities. In the study,

this thesis we compare video base pulse signal for human emotion recognition data and

various wearable sensor in terms of emotion recognition accuracy. This Thesis paper

we already talk about that we use a remote video-based heart rate sensing technique to

obtain physiological data that provides an indication of a person’s inner emotions.To

validate the use of remote video HR estimation for inner emotion detection, we also

compare one against a wearable sensor(Fitbit).With the ability to see HR without

contact sensors, we present a convenient system for detecting inner emotions. But

this time we compare various types of wearable sensors or feature for our method.

5.1 Introduction

Figure 5.1 shows the wearable sensor this part we use for compare our method.in

many researchers use of wearable sensor for their studies, this thesis paper we use

those of sensor only for compare. Our main intention is investigating pulse signal re-

lated to emotions and identify the intrinsic patterns of pulse signal for three emotional

states: excited, relax and boring. We examine various modality fusion strategies for
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Figure 5.1: Various types of wearable sensor or feature

integrating users’ external subconscious behaviors and internal cognitive states and

reveal that the characteristics of pulse signal and wearable sensor are complementary

to emotion recognition. Pulse oximetry method for monitoring a person’s oxygen sat-

uration (SO2). In its most common application mode, a sensor device is placed on a

thin part of the patient’s body, usually a fingertip, or in the case of an infant, across a

foot. Reflection pulse oximetry is a less common alternative to transmit pulse oxime-

try. This method does not require a thin section of the person’s body and is therefore

well suited to a universal application such as the feet, forehead, and chest, but it

also has some limitations. Vasodilation and pooling of venous blood in the head due

to compromised venous return to the heart can cause a combination of arterial and

venous pulsations in the forehead region and lead to spurious SpO2 results. The Wii

Balance Board is shaped like a household body scale, with a plain white top and light

gray bottom. Wii Balance Board, with four directional switches instead of pressure

sensors. shift of center of pressure (CoP) is an indirect measure of postural sway and

thus a measure of a person’s ability to maintain balance. Though originally designed

as a video game controller, the Balance Board has become a tool for assessing CoP

which has proven to be both valid and reliable. Clark et al.[40] performed a study
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to prove the validity and test-retest reliability of the use of a Balance Board. The

reason to use a Balance Board instead of a force platform is the ability to ”create

a portable, inexpensive balance assessment system that has widespread availability.”

Four standing balance tasks were used in this study including a combination of double

stance, single stance, eyes open, and eyes closed. Throughout these tests the center

of pressure path length was measured and compared to data from an identical study

on a laboratory-grade force platform. The study found Balance Board measurements

to be reliable and consistently repeatable. Those of feature we compare our method.

Shimmer3 GSR+ (Galvanic Skin Response) unit provides connections and preampli-

fication for one channel of Galvanic Skin Response data acquisition (Electrodermal

Resistance Measurement - EDR/Electrodermal Activity (EDA). The GSR+ unit is

suitable for measuring the electrical characteristics or conductance of your skin, as

well as capturing an Optical Pulse/PPG (Photoplethysmogram) signal and convert-

ing to estimate heart rate (HR), using the Shimmer ear clip or optical pulse probe.

The Galvanic Skin Response Sensor is used for real time GSR Biofeedback. The

Shimmer GSR+ sensor monitors skin conductivity between two reusable electrodes

attached to two fingers of one hand caused by a stimulus the sweat glands become

more active, increasing moisture on the skin and allowing the current to flow more

readily by changing the balance of positive and negative ions in the secreted fluid

(increasing skin conductance).

5.2 System Overview

Emotion recognition based on physiological signals has been a hot topic and applied

in many areas such as safe driving, health care and social security. In this the-

sis paper, we present a comprehensive review on physiological signal-based emotion

recognition, including emotion models, emotion elicitation methods, the published

emotional physiological datasets, features, classifiers, and the whole framework for

emotion recognition based on the physiological signals. A summary and comparative

among the recent studies have been conducted, which reveals the current existing

problems and the future work has been discussed.

In this thesis paper, we adopt a multimodal emotion recognition framework by

combining video method heart rate and electroencephalography (EEG) to enhance

emotion recognition. The main contributions of this thesis paper propose heart rate

variability (HRV) features extracted from photoplethysmogram (PPG) signal ob-

tained from a cost-effective PPG device such as Pulse Oximeter for detecting and
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recognizing the emotions based on the physiological signals. The HRV features ob-

tained from both time and frequency domain are used as features for classification of

emotions. These features are extracted from the entire PPG signal obtained during

emotion elicitation and baseline neutral phase. For analyzing emotion recognition,

using the proposed HRV features, standard video stimuli are used. We have consid-

ered three emotions namely, excited, relax and boring emotions. Detection of true

Figure 5.2: System Overview

human emotions has attracted a lot of interest in the recent years. Emotion evalu-

ation is a problem, which is not easy to overcome. However, sometimes people are

show their false emotions. Some people are always trying to hide their real emotions.

For human emotion recognition various types of health monitoring systems are like a

variable wearable sensor to develop portable devices that can continuously monitor

and process several vital body parameters. In this part, we work on some wearable

device for physical and emotional changes monitoring. The device obtains user’s key

physiological signals: video method, balanced board, pulse oximeter blood pressure

and skin conductance and derives the user’s emotion states as well.
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5.3 Experiment Setup

For this work, we select undergraduate and postgraduate engineering students from

the Saitama University were recruited for the data collection. They were all Asian

descent and in sound health. The experiment consisted of three parts. The partici-

pants aged from 20 years to 25 years and there were 25 males and 15 females. they

all of Asians and they were completely in normal and healthy state. Then using a

Sony 4K FDR-AX30 camera, we recorded 29 FPS videos of each subject’s face for

15 minutes while the subject watched a game video. After that, we recorded the

subject for 10 minutes while he or she watched a boring video clip. In all cases,

we determined the average HR for each minute of the viewing sessions. We make a

video clip for 30 minutes. first 15 minutes excite game video clip, and then 5 minutes

relax music video song & last 10 minutes boring clips for excited and boring. We

record the face video for all subject for while the subject is watching the movie video

clips. And in the same time all subject wear wearable sensor pulse oximeter, Wii fit

balanced board and shimmer GSR. For One subject we have excited, relax & boring

(15+5+10) minutes data.

Figure 5.3: Data collection flow chart

We calculated for each subject for the two conditions heart rate data compare their

normal heart rate data. Total all subject 15 minutes excited heart rate data from

HR video measurement method and wearable sensor data. And 10 minutes boring

heart rate data from HR video measurement method and wearable sensor. Find out

all subject normal value & high value for two condition (excited & boring). After

collecting our videos, we chose 1 minutes of the videos where the peak emotional

responses would be expected. For example, in the case of the comedy video clip, we

chose the 30 second segment of the video with the punchline for the joke. In the

41



CHAPTER 5. HIDDEN EMOTION DETECTION VIDEO METHOD AND
OTHERS FEATURE COMPARISON

case of the horror video clip, we chose the 30 second segment with the scariest part

of the video. We then used the Open Face facial landmark tracker [19] to estimate

facial landmarks for each subject on the 30 second segments in both the comedy

and horror cases. We then used the tracked facial landmarks in conjunction with

our version of Lam and Kuno’s remote PPG algorithm for estimating cardiac pulses.

We also used Open Face to obtain intensities for 17 facial action units [41] for each

frame in the videos we analyzed. These facial action units were obtained to use as

a means of comparison between our cardiac based approach and a facial expression-

based approach. For each 1 minutes clip, we determined the average intensity of each

facial action unit resulting in 17 values associated with each 1 minutes video segment

to be used for emotion recognition.

Figure 5.4: Subject watching video for experiment

Today we have many wearable devices, such as mobile phones and wearable sensors

to measure physiological or behavioral data in our daily lives. This paper also aims to

use technology to recognize stress levels using data from the devices that users always
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carry and wear. when one-person wear wearable sensor this person data automatically

stores in devices and collect data from computer.in this part we use pulse oximeter,

Wii fit balanced board and shimmer GSR as a wearable sensor. Pulse oximetry is a

noninvasive method for monitoring a person’s oxygen saturation (SO2). In its most

common application mode, a sensor device is placed on a thin part of the patient’s

body, usually a fingertip or earlobe, or in the case of an infant, across a foot. The

Wii Balance Board is shaped like a household body scale, with a plain white top

and light gray bottom. Wii Balance Board, with four directional switches instead of

pressure sensors. shift of center of pressure (CoP) is an indirect measure of postural

sway and thus a measure of a person’s ability to maintain balance. The GSR+ unit

is suitable for measuring the electrical characteristics or conductance of your skin, as

well as capturing an Optical Pulse/PPG (Photoplethysmogram) signal and converting

to estimate heart rate (HR), using the Shimmer ear clip or optical pulse probe. The

Galvanic Skin Response Sensor is used for real time GSR Biofeedback. The Shimmer

GSR+ sensor monitors skin conductivity between two reusable electrodes attached

to two fingers of one hand.

5.4 Experiment Results

Figure 5.5 show only one subject video screen shot when watching video clips. Total

30 minutes watching excited, relax and boring video clips. Thus, we have presented

an approach to emotion recognition that is based on physiological responses rather

than facial expressions. As a result, the emotions we detect cannot be easily faked.

In addition, these cardiac pulse signals were entirely estimated from videos captured

by a conventional RGB camera so no special equipment is required in our setup.

Essentially, we have a system that operates completely using only computer vision

techniques. A drawback of the current study is that our dataset does not have human

subjects that intentionally tried to hide or fake their emotions and so it was not ideal

for our tests. The results suggest that in situations where the human subjects have

no reason to hide their emotions, facial expressions are still very reliable. In the first

phase of our work, we showed video content to human subjects and collected HR data

using an attached sensor pulse oximeter, Wii fit balanced board and skin conductance

devices GSR for three emotional states (normal exited, relax, and boring) and the

Figure 5.6 shows our video method HR data and wearable sensor (oximeter, balanced

board ,GSR) physiological changes data.

43



CHAPTER 5. HIDDEN EMOTION DETECTION VIDEO METHOD AND
OTHERS FEATURE COMPARISON

Figure 5.5: Different wearable sensor detect emotional changes

Remote photoplethysmography (PPG) algorithms has received attention more for

emotion changes for human. These techniques allow one to read cardiac activity such

as heart rates (HR) from conventional cameras by typically observing small changes

in skin color over time. This thesis aims to use the sensed cardiac activity from remote

PPG to detect and recognize emotions. Since remote PPG has been shown to work

with conventional cameras, our proposed approach has the benefit that cameras such

as web cams, surveillance cameras, and cellphone cameras could be used. With the

ability to see cardiac activity without contact sensors, we present a convenient sys-

tem for detecting inner emotions. Like in the psychophysiology literature, we chose to

evaluate our approach by recognizing emotional reactions to emotionally stimulating

videos such as horror and comedy clips. Figure 5.6 shows the analysis of Vision Based

Video Method (VBVM) HR estimation and wearable sensors HR from video clips.

We compare the HR data from VBVM and the wearable sensors. We found that the

all methods or wearable sensor give us similar results from two emotional situations.

Figure 5.6 also shows the mean HRs (over the entire viewing session for each subject)

for the VBVM and wearable sensors are consistent across different subjects. Thus,

the VBVM provides comparable performance to the wearable sensors. We collected
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Figure 5.6: Compare our video HR data with wearable sensor

all subjects’ HR data using VBVM and the wearable sensors. We observed them

while they watched video clips and compared their resting HRs with their HRs while

viewing the videos. Heart rate features play an important role in viewer interest

detection. Common sources of the heart rate signal are chest and wrist (with pho-

toplethysmogram (PPG)). Mean of heart rate and range of heart rate acceleration

and deceleration have been found useful in measuring emotion and effort-related ap-

praisals. Heart rate and skin response and pulse oximeter and balanced board found

to different subjects’ different types of changes. Figure 5.7 show only five subjects’

changes rate for their data when they are watching 30 minutes video clips work on

physiological signals measures emotions and affects in viewing content. Physiological

signals such as heart rate, respiration, and skin response potentially reflect changes in

underlying attitude or mood of viewers. Heart rate and heart rate variability (HRV)

have been extensively used for emotion and affect assessment. Heart rate is inversely

proportional to valence and heart rate increases with pleasantness and HRV decreases

with excited, relax, and boring.

After watching video all of subjects we ask them fill a from which is emotional

status related. Figure 5.8 show the graph of all subjects for their emotional changes

rate when they are watching video clips. Excited video they feel 75%, relax video70%

and boring video 65% they feel their feeling.it is little bit difficult to show one-person

real feeling. videos content are all subjects are not same feeling they are feel. Just

we try to combine their feeling and video clips.
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Figure 5.7: Features extracted from wearable sensors and heart rate data

5.5 Chapter Summery

In this chapter, we compare our vision-based video method for heart rate and pulse

signal data with various types of wearable sensors. Though our experiments we

make a video clips for three types of emotional states. And as a mansion earliar

watching video period we collect their emotional states.in our method HR which

collect from video and another physiological changes data collect from werable sensor.

Such information about emotional changes through viewer responses, which are either

visually observable or physiological signals, both of which include physiological signs

and heart rate take the sensor data while the participants are watching a movie of

exiting, relaxed, and boring video. Experiments results confirm that our video-based

method can be a useful dataset for further emotions recognition study.
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Figure 5.8: All subjects Self report after watching video
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

We have presented an approach to emotion recognition that is based on physiological

responses rather than facial expressions. As a result, the emotions we detect cannot

be easily faked. In addition, these cardiac pulse signals were entirely estimated from

videos captured by a conventional RGB camera so no special equipment is required.

Essentially, we have a system that operates completely using only computer vision

techniques.

A drawback of the current study is that our dataset does not have human subjects

that intentionally tried to hide or fake their emotions and so it was not ideal for our

tests. However, we were able to show that even with a naive approach like taking the

estimated cardiac pulse signals, performing dimensionality reduction using PCA, and

then leaning via linear SVM, we achieved surprisingly good accuracy.

In this paper, we collected HR data for three emotional states (normal resting,

funny, and horror) and performed a statistical analysis of the results. The HR data

received using the VBVM is strongly correlated with the wearable sensor ground

truth data. Moreover, our experimental results show that the HRs for the funny clips

increase approximately 24.04% and there is a 19.06% rise for horror clips. We were

able to detect emotional state changes from HR.

Another interesting line of future work is that we will develop an approach to

automatically decide whether a person has experienced inner emotional change. The

current work here establishes the ground work by statistically verifying the feasibility

of the basic sensors used in our framework but we currently have no automated way

to decide if someone is reacting to emotional stimuli. (For example, a Support Vector

Machine or other machine learning technique could be used to take in various HR

data and classify people’s reactions.)

48



CHAPTER 6. CONCLUSIONS AND FUTURE WORK

Moreover, we will account for additional emotional states like sadness, anger, and

frustration. Differentiating between the various types of emotions will likely require

some form of detailed subtle facial expression analysis but detecting changes in HR

would still be needed to indicate the presence of emotional stimulation as a first step.

We also plan to continue our work to evaluating multiple people at the same time

(as is done in the demonstration at the end of the paper). This would be particularly

interesting as we could then observe the emotional reactions of audience members in

movie screenings. This would be useful for pilot screenings so that movie producers

could adjust content to improve the quality of movies. An interesting idea might even

be to have a system that could adaptability alter the movie’s content based on the

sensed emotions in order to enhance the emotional experience of watching a movie.

6.2 Future Work

In the future, we will continue to investigate better ways to extract relevant features

from the cardiac pulse signals to improve accuracy. Given the fact that our system

only requires a conventional RGB camera, it would be interesting to explore various

applications in effective computing in the future. Our method has some limitations

like extreme changes in illumination and rapid motion that affect accuracy. In the

future, we will resolve these problems to improve our system’s performance. In ad-

dition, we will also investigate using the cardiac PPG signal itself and computing

metrics such as HR variability, which is known to also be a good indicator of emo-

tional change. It would be interesting to see if observing the continuous changes in

the cardiac PPG signal itself could provide even more information about a person’s

emotional state.
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