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| Background and Problem: }

Many reliable systems need to run continuously even when they are being upgraded, maintained or
reconfigured. Such systems were defined as Persistent Computing Systems (PCSs). The Soft System Bus
(SSB) was proposed to function as a middleware of PCSs. The main requirements of SSB are that it must be
asynchronous with data preservation facilities and it must support runtime upgradeability, maintainability and
re-configurability. Although high level requirements of SSB were identified, the design and implementation of
SSB has not been done before. 7

PCSs are necessary not only for small scale enterprises but also for large or even Internet scale enterprises.
Large-scale PCSs has many promising applications including building a simple messaging system running
in hundreds of sites of a large enterprise. We are mainly interested in large-scale systems. The main goal of
designing such systems as PCSs is to get continuous services even when a disaster destroys one or more sites

or when one or more nodes are being upgraded or maintained.

Traditional middleware based systems can rarely provide such services. They lack dynamism; if the
middleware node(s) of a site fails the applications running in that site neither get service nor can connect to any

other site.
Purpose and Objectives:

Our purpose is to design and evaluate an SSB (i.e., middleware) that can be used for large-scale PCSs. To

achieve our goal we need to identify the additional requirements of SSB to work as a middleware for large-




scale PCSs, to propose a design which solves those requirements and to implement a PCS based on the

proposed design in a simulated environment and finally to evaluate the design.

Approach and Solution: ‘ ,

A detailed analysis is done to elicit the requirements that need to be solved for a middleware for large-scale
PCSs. We then investigate if any existing middleware is sufficient to satisfy those requirements. We argue
that among three types of middlewares: synchfonous, publish-subscribe and point-to-point Message Queuing
Middleware (MQM), the last one is sufficiently strong to be used as middieware for PCSs. However, as we will
show, MQM lacks dynamism and it has some limitations which make it costly in term of resource requirements

for large scale systems.

To be usable for large-scale PCSs, we, therefore, propose a design of a middleware which is very dynamic.
We used a simple mechanism to build the middleware: a structured peer-to-peer network. As it is built on
peer-to-peer based overlay network, it provides a good routing efficiency and fault tolerance in large/internet- ,
scale systems. As various nodes and components of the systems can easily be removed or added, it provides
a good environment for runtime (but incremental) upgradeability and maintainability. As we describe, there
are a number of unique features of our middleware. It never loss any data although it ensures ordered delivery
between any two components of the system which are connected asynchronously. If a node fails, its states never
need to be recovered from persistent storage, therefore eliminating the need for expensive database servers,
DBMS software and highly available persistent storage devices. It is not necessary to take special arrangement

for disaster recovery provided that the system contains sufficient nodes distributed in geographic areas.

~ We have built a Chord p2p based simulator of a PCS based on our proposed middleware in order for
evaluating our design. From our collected data so far, we show that in an ideal case it is possible to achieve
~ a four nine availability ensuring ordered delivery and no loss of data. The maximum achievable (average)

channel utilization about 90%.

Contributions:

Our work has following contributions:

1. We have identified and analyzed the requirements of SSB for large-scale PCSs.

2. We have investigated the traditional midlewares and shown that they lack dynamisms. Therefore they can
not guarantee continuous services without using huge resources. For these reason existing middlewares
are not appropriate for large-scale PCSs.

3. We have proposed a new design of SSB which can satisfy the requirements of large-scale PCSs.

4. In addition to satisfy the requirements its costs as little as one-fifth of a cluster based déployment of
traditional middleware.

5. For the first time, we have used structured p2p network as a reliable point-to-point middleware. We also
have proposed algorithms for lossless ordered data delivery in such a middleware.

6. We have evaluated our design with respective to the requirements of large-scale SSB and in some cases
compared it with existing middlewares by using a simulator. The simulated behaviors imply that our

middleware can fulfill the requirements and can provide high availability with reasonable performance.
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Future Work:

We would like to compare our works with that of MQM from several perspective like routing efficiency,
throughput, resource requirements etc. Therefore, we have to simulate the MQM and then compare with our
middleware. v

Our basic approach will be improved with respect to efficiency. We hope that using.a small cache in every
node can increase the routing efficiency. A Pastry based implementation of our simulation cén minimize the
inefficiency caused due to random distribution of nodes and components even if they are in the same locality.

We also want to find an approach to distribute the load evenly among the nodes of the middleware.
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