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This dissertation presents real time augmented reality system based on local features tracking fused with
accelerometer data. Augmented reality is the process of registering projected computer-generated images over a user's
view of the physical world. These graphics must be exactly registered to real objects in the scene and this requires AR
systems to track a camera in a three dimensional space. With the use of a current mobile smart-phones equipped with

camera and gravity sensors, augmented reality can also be experienced on such a devices.

Working in a mobile environment introduces new challenges not previously encountered while generating AR on
a standard computers. Those include relatively small computational power and low quality cameras. This dissertation
describes a number of novel contributions that improve the state of the art in augmented reality technology and

addresses computational complexity issue by providing techniques that do not require on-line severe calculations.

Firstly, we introduce a novel local features descriptor that is based on a neural networks evolution - NEAT
(NeuroEvolution of Augmenting Topologies) approach. Our descriptor, coined NELFD (NeuroEvolved Local Feature
Descriptor), encodes data around points of interest in the image using a neural network with evolved topology and
weights. Due to its adaptive nature and fast computational capability, an evolved neural network has been considered
as a new alternative in local descriptor computation. Experimental results are presented for both the standard
evaluation set and the real-life acquired images. Our results show that this approach is much faster and comparable
in robustness, as well as in some instances, superior to the current state-of-the-art, and thus applicable to the AR

systems.

Secondly, we present a novel approach for markerless pose tracking applicable for real-time augmented reality.

Visual tracking that consistently locates a desired feature in each image of an input sequence has previously been



applied to AR, however in most of the cases this has used artificial markers placed in the scene. AR approaches based
on landmarks are able to perform fast detection and recognition in real-time; however, the detection process is very
sensitive to occlusion and requires undesirable fiducial markers to be put where the augmentation takes place. In this
paper we apply NELFD as an natural features tracker in order to precisely calculate artificial rendered object position

and camera rotation.

We estimate the 3D camera pose by detecting local invariant image features and combining them with the camera's
accelerometer data. For every image frame, a correspondence between 2D feature points is calculated and the camera's
pose is established based on additional sensor information. Calculating all of the descriptor matches for every frame
and comparing them with the referential image would be computationally complex. Thus, we introduce a local features
cloud. This local features cloud consists of those descriptors of which the Euclidean distance to the rendering center
and strength (Haar response) falls within a specified threshold. Rendering center is decided in advance and represents
a place where augmented object will be rendered. The position of the augmented object is determined by position of
the cloud. Firstly, object is positioned in the virtual space in a place where the cloud (or due to occlusion, a portion of
it) was detected. In the next step we rotate the virtual camera by the angle of the cloud rotation and multiply current
projection matrix by the accelerometer matrix calculated from the current gravity vector. We perform a non-uniform
scaling along all the object's axes, and the desired scale factor is calculated from the intrinsic camera parameters and
the current distance between individual detected local features which belong to the cloud in the image. We used a local
features (NELFD descriptors) cloud for matching the current camera frame with the reference frame. Our system was

able to work with natural scene features instead of user created artificial landmarks.

In this paper we discuss local image features - interesting points that can be extracted to provide description of the
object and computer vision technology used behind AR systems. We shortly introduce vision framework that stands
as a base for described approaches. Fundamental methods like corner and edge detectors as well as local grayvalue
invariants are presented. SIFT (Scale-Invariant Feature Transform) is described as a robust approach for image local
feature generation. We shortly introduced several other descriptors and methods of points of interest localization along
with their performance comparison. Augmented Reality technique background is also discussed. We introduce early
real-time systems together with visual servoing as well as recent advances in visual tracking. We outline the tracking
strategies used in recent AR applications - passive and active fiducial tracking and introduce markerless visual
tracking system which will be used as the primary registration sensor (together with additional accelerometer data) for

the AR application in this thesis.

Finally, this thesis shows that due to estimation accuracy and low computational complexity our approach can been
considered as a new alternative in the real-time augmenting process. Our system robustness has been achieved thanks
to the local features cloud that consists of the salient image region descriptors and weights determined by the distance
from the object and respective local feature; together with accelerometer readings fusion that gives proper rendered
object tilt estimation. Experimental evaluation proved that our method is capable of markerless real-time pose tracking

and augmentation in an unconstrained environment.
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