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Multiple object detection and localization with large appearance variation is a fundamental problem in computer
vision. The appearance of object categories can change due to intra-class variability, viewpoint changes, and
illumination variations. In this thesis, we propose an integrated approach of generative and discriminative models to
explore the problem of multiple object detection and localization task by introducing an efficient hypothesis generation

method and using an appropriate combination of features.

We first investigate whether the integrated approach of generative and discriminative models is beneficial for the
task of multiple object detection and localization. In the generative stage, the probabilistic latent semantic analysis
(pLSA) model is fitted to the training data without knowledge of labels of bounding boxes, and topics are assigned
based on the object specific topic probability under each category. In the testing stage, an algorithm is proposed and
implemented to efficiently generate promising hypotheses for multiple object categories with their positions and scales.
For this purpose, our algorithm considers the bag-of-visual-words (BOVW) extracted from the image and the number
of topics generated during the learning stage. Then an initial region of interest (ROI) containing all visual words
belonging to a topic is defined based on the maximum topic specific word probability and is searched for final probable
object's locations (promising hypotheses). The initial ROIs reduce the search space and speed up the hypothesis
generation stage. Once hypotheses have been generated, a discriminatively trained SVM (Support Vector Machine)
classifier verifies these hypotheses using merging features. Since the hypothesis generation stage effectively acts as
a pre-filter, the discriminant power is applied only where it is needed. Thus, our system is able to detect and localize
multiple objects with a large number of categories. In the post-processing stage, environmental context information

along with the probabilistic output of the SVM classifier is used to improve the overall performance of the system.

We then propose a new sub-category optimization approach that automatically divides an object category into an



appropriate number of sub-categories based on appearance variation. In our flexible learning strategy, a single object
category can be represented with multiple topics (sub-categories) and the model can be adapted to diverse object
categories with large appearance variations. Instead of using a predefined intra-category sub-categorization based on
domain knowledge, we divide the sample space by unsupervised clustering based on discriminative image features.
Then the clustering performance is verified using a sub-category discriminant analysis. Based on the clustering
performance of the unsupervised approach and sub-category discriminant analysis results, we determine the optimal
number of sub-categories per object category. Furthermore, we employ the optimal sub-category representation as
the basis and a supervised multi-category detection system with X? merging kernel function to efficiently detect and

localize object categories within an image.

Finally, we provide a new scale invariant feature descriptor to locate multiple object categories in 3D range images
with depth information. For this purpose, the fragmented local edgels (key-edgel) are efficiently extracted from a 3D
edge map by separating them at their corner points. The 3D edge maps are reliably constructed by combining both
boundary and fold edges of 3D range images. Each key-edgel is described using our scale invariant descriptors that
encode local geometric configuration by joining the edgel to adjacent edgels at its start and end points. Using key-
edgels and their descriptors, our model generates promising hypothetical locations in the image. These hypotheses are

then verified using more discriminative features.

Our proposed models and methods for object detection and localization can be applied for service robot applications.
In particular, we focused on detecting multiple objects in an image of a scene in different environment (office, kitchen
etc.) and finding their exact locations within an image with depth information. We present an extensive experimental
evaluation involving authors’ own and standard databases. The system has shown the ability to accurately detect
and localize many objects even in the presence of cluttered background, substantial occlusion, and large appearance
changes. The experimental results demonstrate that the hypothesis generation algorithm is able to generate nearly
accurate hypotheses for all objects. The SVM verification stage, on the other hand, uses the merging features and
category specific weighted merging features to enrich the performance of the system. Finally, the environmental

context information in the post-processing stage compensates for ambiguity in an object's visual appearance.

From experimental result on 15 specific and 10 categories of objects on our database, we can conclude that the
merging features improve the average detection and localization rate by approximately 8% more than the single
feature. The weighted merging feature increases the detection rate by 7% more than the merging features on both
specific and categories of objects. Finally, the context information increases the detection results by 5% and 4% more
than weighted merging features on specific and categories of objects, respectively. The performance of our system is
compared to other three methods on four categories of standard databases (car, motorbike, cow, and horse). In all cases
except car category our method performs better than the other three methods. We have also compared the performance
on MIT-CSAIL database on three object categories (computer screen, keyboard, and bookshelf). In this case, we have
achieved superior performance on computer screen and bookshelf categories than the state-of-the-art. Our better
performance compared to others could be due to the integration of both generative and discriminative classifiers with

feature combination instead of using only the generative model.

For object categories with large appearance changes, our current system automatically sub-categorizes an object



category to the appropriate number to generate more accurate hypotheses within an image. The system is able to
discriminate among diverse object categories using feature specific X? merging kernel with both shape and appearance
features. The sub-category optimization technique increases the detection and localization performance by 17% on
our database. Adding the background features as an additional category, the system is able to improve more 5.3%. In
all cases, our feature specific X*> merging kernel improves the detection and localization accuracy by approximately
2% more than the rbf kernel of the SVM classifier. We have compared the performance of our automatic sub-
categorization method to other two related approaches on ETH-80 multi-view and ETHZ shape databases. With sub-
category optimization, the system produces average classification result of 84.7% on 8-category ETH-80 multi-view
database. Our average classification result is better than the other two approaches. Averaged over all 5 categories on
ETHZ shape database, we improve the detection and localization performance by 12.3% and 4.3% more than the other
two approaches, respectively. The superior performance compared to others could be due to the use of the optimized
topic model with the sub-categorization technique and the use of shape and appearance features with X*> merging

kernel.

Finally, we have shown the usefulness of local edgel geometry for multiple object category detection and
localization from range images. Our scale invariant local edgel descriptors are robust for partial occlusion, background
clutter, and significant scale changes. The detection rate and computational efficiency suggest that our technique is
suitable for real time use. The method is useful for service robot applications because it can use 3D information to

know the exact position and pose of the target objects.
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